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(57) ABSTRACT

In the field of communication technologies, a method and an
apparatus for acquiring a Precoding Matrix Indicator (PMI)
and a Precoding Matrix (PM) are provided. The method
includes: acquiring a reference PMI and a differential PMI
according to a first non-differential codebook and a first
diagonal differential codebook, where codewords included in
the first diagonal differential codebook form a diagonal
matrix. The apparatus includes a PMI acquiring module.
Acquiring a reference PMI and a differential PMI according
to a non-differential codebook and a diagonal differential
codebook can reduce the feedback overhead or improve the
feedback precision; and the fact that codewords included in
the diagonal differential codebook form a diagonal matrix
can maintain amplitude characteristics (for example, a con-
stant modulus characteristic, and a finite character set con-
straint characteristic) of elements of the non-differential
codebook or facilitate power distribution among antennas.
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Acquire a reference PMI and a differential PMI according to a first

non-differential codebook and a first diagonal differential codebook, /

where codewords included in the first diagonal differential codebook
form a diagonalized matrix

101

102

Feed back the reference PMI and the differential PMT 1o a data J
sending end

The data sending end receives the reference PMI and the differential
PMT and, according to the reference PMI and the differential PML,
obtains a PM by using a second non-differential codebook and a
second diagonal differential codebool pre-stored locally.
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Acquire a reference PMI and a differential PMI according to a first 101
non-differential codebook and a first diagonal differential codebook, /
where codewords included in the first diagonal differential codebook

form a diagonalized matrix

Y 102

Feed back the reference PMI and the differential PMI to a data _/
sending end

Y

The data sending end receives the reference PMI and the differential 103
PMI and, according to the reference PMI and the differential PMI, /
obtains a PM by using a second non-differential codebook and a
second diagonal differential codebook pre-stored locally.

FIG 1
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201

A UE selects to use a differential PMI based on a reference PMI for |/
feedback, and acquires the reference PMI, where the reference PMI is
in the form of a non-differential PMI.

l 202

The UE feeds back the reference PMI to the NodeB, and calculates the /
differential PMI based on the preset criterion and according to the
reference PMI, the non-differential codebook, and the diagonal
differential codebook.

203
[ -

The UE feeds back the differential PMI to the NodeB

Yy

The NodeB receives the reference PMI and the differential PMI, and | 204
calculates a PM by using the non-differential codebook and the /
diagonal differential codebook and according to the reference PMI and
the differential PMI.

Y 205

The NodeB pre-processes data to be sent by using the PM, and sends
the pre-processed data to the UE through the transmitting antennas.

206
Y

The UE receives a receive signal, and detects data of the receive signal

FIG 2
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A UE selects to use a differential PMI based on a reference PMI for 301
feedback, and acquires the reference PMI, where the reference PMI J
includes a non-differential PMI and m reference differential PMIs.

Y

The UE feeds back the reference PMI to the NodeB, and calculates the 302
differential PMI based on the preset criterion and according to the |/
reference PMI, a non-differential codebook, and the diagonal
differential codebook.

\ 303
The UE feeds back the differential PMI to the NodeB —/
\

The NodeB receives the reference PMI and the differential PMI, and 304
calculates a PM by using the non-differential codebook and the Y
diagonalized differential codebook and according to the reference PMI
and the differential PML.

| / 305

The NodeB pre-processes data to be sent by using the PM, and sends
the pre-processed data to the UE through the transmitting antennas.

306
Y

The UE receives a receive signal, and detects data of the receive signal

FIG. 3
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A UE selects to use a differential PMI based on a reference 401
PMI for feedback, and acquires the reference PMI of each -/
cell.

Y
The UE feeds back the reference PMI of each of the cells to
the eNode B, and calculates the differential PMI of each of 402
the cells based on a preset criterion and according to the _/
reference PMI of each of the cells, a non-differential
codebook, and a diagonalized differential codebook.

y 403
The UE feeds back the differential PMI of each of the cells to|
the eNode B
\
404

The eNode B receives the reference PMI and the differential W
PMI of each of the cells, and calculates a PM of each of the
cells by using the non-differential codebook and the diagonal
differential codebook and according to the reference PMI and
the differential PMI.

Y
405
The eNode B pre-processes data to be sent of each of the |/
cells by using the PM of the cell, and sends the pre-processed
data to the UE through the transmitting antennas.

Y 406

The UE receives a receive signal, and detects data of the _/
receive signal

FIG 4
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Receive a reference PMI and a differential PMI 5)1

Y

Obtain a PM by using a second non-differential
codebook and a second diagonal differential codebook 502
pre-stored locally and according to the reference PMI -

and the differential PMI

FIG. 5

601
PMI acquiring module -

602
PMI feedback module e

FIG 6

701
PMI receiving module -

702
PM acquiring module -

FIG 7
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Acquire a non-differential PMI according to a first non- 801
differential codebook, where codewords included in the first | ~
non-differential codebook are obtained from a rotated
Hadamard matrix

Y 802
Feed back the non-differential PMI to a data sending end. -

A

The data sending end receives the non-differential PMI and, | 803
according to the non-differential PMI, obtains a PM by using a 7
second non-differential codebook pre-stored locally.

FIG. 8

901
Non-differential PMI -/

acquiring module

902
Non-differential PMI |

feedback module

FIG. 9
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Receive a non-differential PMI BOI

Y

Obtain a PM by using a second non-differential codebook 1002

pre-stored locally and according to the non-differential PMI

FIG 10

1101
Non-differential PMI receiving |/
module

1102
Non-differential PMI processing |/
and acquiring module

FIG. 11
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1
METHOD AND APPARATUS FOR
ACQUIRING A PRECODING MATRIX
INDICATOR AND A PRECODING MATRIX

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of a U.S. patent applica-
tion Ser. No. 13/549,810, filed on Jul. 16, 2012, which is a
continuation of International Application No. PCT/
CN2011070323, filed on Jan. 17,2011, which claims priority
to Chinese Patent Application No. 201010005350.9, filed on
Jan. 16, 2010 and Chinese Patent Application No.
201010111526.9, filed on Feb. 11, 2010, all of which are
hereby incorporated by reference in their entireties.

FIELD OF THE INVENTION

The present invention relates to the field of communication
technologies, and more particularly, to a method and an appa-
ratus for acquiring a Precoding Matrix Indicator (PMI) and a
Precoding Matrix (PM).

BACKGROUND OF THE INVENTION

With continuous development of communication tech-
nologies, for purpose of improving the performance of data
transmission, a data sending end (for example, a node B
(NodeB), a base station (BS), or the like) may be configured
to obtain a PM according to a Precoding Matrix Indicator
(PMI) fed back by a data receiving end (for example, a user
equipment (UE), a mobile station (MS), or the like) and a
codebook pre-stored locally so that data to be sent are pre-
processed through the PM and then sent to the data receiving
end. In this way, a data sending process can be adaptive to
variations in channel statuses so as to improve the perfor-
mance of data transmission. Therefore, how to acquire a PMI
and which kind of codebook is to be used are of vital impor-
tance.

The existing Long Term Evolution Release 8 (LTE R8)
system supports 4-antenna transmission and employs a single
fixed codebook which is obtained based on Householder
reflection. In the existing Institute of Electrical and Electron-
ics Engineers (IEEE) 802.16m system, a non-differential
codebook and a differential codebook are employed, and
feedback is performed mainly in a differential mode in the
following process: in each preset feedback period, the UE
firstly feeds back one non-differential PMI based on the non-
differential codebook and then, according to the non-difter-
ential PMI, feeds back a plurality of differential PMIs based
on the differential codebook in sequence.

During implementation of the present invention, the inven-
tor finds that at least the following problems exist in the prior
art:

In the existing LTE RS system, a single fixed codebook is
employed, the sub-band feedback suffers from a high over-
head, and the broadband feedback has a low precision. In the
existing IEEE 802.16m system, the time-domain differential
feedback is employed, and acquisition of a PM relies on
historical information of the feedback, which may cause the
problem of error propagation. Moreover, because of charac-
teristics of elements in each of codewords included in the
differential codebook used in the existing IEEE 802.16m
system, the PM finally obtained may not have a constant
modulus characteristic, and particularly, it is difficult to sat-
isfy the finite character set (for example, 8 phase shift keying
(8PSK)) constraint characteristic of each of the elements.
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2

Furthermore, it has been found through an experiment that
when, in the aforesaid differential feedback, the codebook in
the LTE RS system is directly used as the non-differential
codebook and the differential codebook of the IEEE 802.16m
system is employed, the overhead is high and the feedback
performance is scarcely improved compared to that when
only the LTE R8 codebook is used for feedback, resulting in
a low efficiency per feedback bit. Therefore, it is necessary to
make further research on the structure of the feedback and the
codebook used for the feedback in order to improve the feed-
back performance of the system.

SUMMARY OF THE INVENTION

In order to further improve the feedback performance,
embodiments of the present invention provide a method and
an apparatus for acquiring a PMI and a PM. The technical
solutions are as follows.

In one aspect, an embodiment of the present invention
provides a method for acquiring a PMI, where the method
includes:

acquiring a reference PMI and a differential PMI according
to a first non-differential codebook and a first diagonal dif-
ferential codebook, where a codeword included in the first
diagonal differential codebook is a diagonal matrix.

In one aspect, an embodiment of the present invention
provides a method for acquiring a PM, where the method
includes:

receiving a reference PM1 and a differential PMI, where the
reference PMI and the differential PMI are obtained accord-
ing to a first non-differential codebook and a first diagonal
differential codebook and then sent by a data receiving end,
and a codeword included in the first diagonal differential
codebook is a diagonal matrix; and

obtaining a PM by using a second non-differential code-
book and a second diagonal differential codebook pre-stored
locally and according to the reference PMI and the differen-
tial PMI, where the second non-differential codebook and the
second diagonal differential codebook are consistent with the
first non-differential codebook and the first diagonal difter-
ential codebook respectively.

In one aspect, an embodiment of the present invention
provides an apparatus for acquiring a PMI, where the appa-
ratus includes:

a PMI acquiring module, configured to acquire a reference
PMI and a differential PMI according to a first non-differen-
tial codebook and a first diagonal differential codebook,
where a codeword included in the first diagonal differential
codebook is a diagonal matrix.

In one aspect, an embodiment of the present invention
provides an apparatus for acquiring a PM, where the appara-
tus includes:

a PMI receiving module, configured to receive a reference
PMI and a differential PMI, where the reference PMI and the
differential PMI are obtained according to a first non-difter-
ential codebook and a first diagonal differential codebook and
then sent by a data receiving end, and a codeword included in
the first diagonal differential codebook is a diagonal matrix;
and

a PM acquiring module, configured to, after the reference
PMI and the differential PMI are received by the PMI receiv-
ing module, obtain a PM by using a second non-differential
codebook and a second diagonal differential codebook pre-
stored locally and according to the reference PMI and the
differential PMI, where the second non-differential codebook
and the second diagonal differential codebook are consistent
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with the first non-differential codebook and the first diagonal
differential codebook respectively.

In one aspect, an embodiment of the present invention
provides a method for acquiring a PMI, where the method
includes:

calculating a non-differential PMI based on a preset crite-
rion and according to a first non-differential codebook, where
codewords included in the first non-differential codebook are
obtained from a rotated Hadamard matrix.

In one aspect, an embodiment of the present invention
provides a method for acquiring a PM, where the method
includes:

receiving a non-differential PMI, where the non-differen-
tial PMI is obtained according to a first non-differential code-
book and then sent by a data receiving end, and codewords
included in the first non-differential codebook are obtained
from a rotated Hadamard matrix; and

obtaining a PM by using a second non-differential code-
book pre-stored locally and according to the non-differential
PMI, where the second non-differential codebook is consis-
tent with the first non-differential codebook.

In one aspect, an embodiment of the present invention
provides an apparatus for acquiring a PMI, where the appa-
ratus includes:

a non-differential PMI acquiring module, configured to
calculate a non-differential PMI based on a preset criterion
and according to a first non-differential codebook, where
codewords included in the first non-differential codebook are
obtained from a rotated Hadamard matrix.

In one aspect, an embodiment of the present invention
provides an apparatus for acquiring a PM, where the appara-
tus includes:

a non-differential PMI receiving module, configured to
receive a non-differential PMI, where the non-differential
PMIis obtained according to a first non-differential codebook
and then sent by a data receiving end, and codewords included
in the first non-differential codebook are obtained from a
rotated Hadamard matrix; and

a non-differential PM processing module, configured to,
after the non-differential PMI is received by the PMI receiv-
ing module, obtain a PM by using a second non-differential
codebook pre-stored locally and according to the non-difter-
ential PMI, where the second non-differential codebook is
consistent with the first non-differential codebook.

The technical solutions provided by the embodiments of
the present invention have the following benefits:

acquiring areference PMI and a differential PMI according
to a non-differential codebook and a diagonal differential
codebook can reduce the feedback overhead and improve the
feedback precision so as to further improve the feedback
performance; and the fact that a codeword included in the
diagonal differential codebook is a diagonal matrix can main-
tain amplitude characteristics (for example, a constant modu-
lus characteristic, and a finite character set constraint charac-
teristic) of elements of the non-differential codebook or
facilitate power distribution among antennas.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flowchart of a method for acquiring a PMI
according to Embodiment 1 of the present invention;

FIG. 2 is a flowchart of a method for acquiring a PMI
according to Embodiment 2 of the present invention;

FIG. 3 is a flowchart of a method for acquiring a PMI
according to Embodiment 3 of the present invention;

FIG. 4 is a flowchart of a method for acquiring a PMI
according to Embodiment 4 of the present invention;
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FIG. 5 is a flowchart of a method for acquiring a PM
according to Embodiment 7 of the present invention;

FIG. 6 is a schematic structure diagram of an apparatus for
acquiring a PMI according to Embodiment 8 of the present
invention;

FIG. 7 is a schematic structure diagram of an apparatus for
acquiring a PM according to Embodiment 9 of the present
invention;

FIG. 8 is a flowchart of a method for acquiring a PMI
according to Embodiment 10 of the present invention;

FIG. 9 is a schematic structure diagram of an apparatus for
acquiring a PMI according to Embodiment 11 of the present
invention;

FIG. 10 is a flowchart of a method for acquiring a PM
according to Embodiment 12 of the present invention; and

FIG. 11 is a schematic structure diagram of an apparatus
for acquiring a PM according to Embodiment 13 of the
present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Hereinafter, in order to make the objectives, technical solu-
tions and advantages of the present invention more apparent,
the present invention will be further described in detail with
reference to embodiments thereof and the accompany draw-
ings.

Embodiment 1

Referring to FIG. 1, this embodiment of the present inven-
tion provides a method for acquiring a PMI, where the
method includes the following steps.

101: Acquire a reference PMI and a differential PMI
according to a first non-differential codebook and a first
diagonal differential codebook, where a codeword included
in the first diagonal differential codebook is a diagonal
matrix.

Further, the step of acquiring the reference PMI and the
differential PMI according to the first non-differential code-
book and the first diagonal differential codebook may
include:

calculating the reference PMI based on a preset criterion
and according to the first non-differential codebook; and

calculating the differential PMI based on the preset crite-
rion and according to the first non-differential codebook, the
first diagonal differential codebook, and the reference PMI;
or

the step of acquiring the reference PMI and the differential
PMI according to the first non-differential codebook and the
first diagonal differential codebook may include:

calculating the reference PMI and the differential PMI
based on the preset criterion and according to the first non-
differential codebook and the first diagonal differential code-
book.

Further, a codeword C, included in the first diagonal dif-
ferential codebook has the following structure:

C=diag{e/®1 &2

where, k represents a differential PMI included in the first
diagonal differential codebook D, k=0, 1 . . . IDI-1, IDI
represents the number of codewords included in the first
diagonal differential codebook D, j*=-1, N represents the
number of transmitting antennas and is a positive integer, 0, ,
represents a phase shift, and i=1,2 .. . N.
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Further, the codeword C, included in the first diagonal
differential codebook has the following structure:

C=diag{e/®(m® ¢/17(n0)
D*m8)
S )

where, k represents a differential PMI included in the first
diagonal differential codebook D, k=0, 1 . . . IDI-1, IDI
represents the number of codewords included in the first
diagonal differential codebook D, j>=-1, N represents the
number of transmitting antennas and is a positive integer,
1*(MB) represents a phase shift, i=1, 2 . . . N, and m60 repre-
sents a phase shift difference between adjacent transmitting
antennas.

Further, when, in a dual-polarized transmitting antenna
array including N transmitting antennas, the first N/2 trans-
mitting antennas form a group of co-polarized transmitting
antennas and the remaining N/2 transmitting antennas form
another group of co-polarized transmitting antennas, the
codeword C,, included in the first diagonal differential code-
book has the following structure:

Cr=diag{S,,.e*"S,,}

wherein S, =diag{e/®1, &2 .. &Omi .. &%) where,
k represents a differential PMI included in the first diagonal
differential codebook D, k=0, 1. .. IDI-1, IDI represents the
number of codewords included in the first diagonal differen-
tial codebook D, j*=-1, N represents the number of transmit-
ting antennas and is an even integer, ¢, and ©,, , represent
phase shifts, m and n are natural numbers,andi=1,2 ..., N/2.

Further, the codeword C, included in the first diagonal
differential codebook has the following structure:

C=diag{a, &% a,¢%, . . ., a %,
ak,Ne/ G}

where, k represents a differential PMI included in the first
diagonal differential codebook D, k=0, 1 IDI-1,
IDlrepresents the number of codewords included in the first
diagonal differential codebook D, j>=-1, N represents the
number of transmitting antennas and is a positive integer, a -
is a real number, 0, , represents a phase shift, andi=1,2...N.

Further, a codeword W, included in the first non- dlffer-
ential codebook has the following structure:

Wlir) — )(r)

—(R

vr

n,jy,

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . IW"|-1,
W] represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook
W, i, represents an index of a diagonal matrix R, corre-
spondlng to k, R, represents a n™ order diagonal matrix cor-
responding to i, ] J . represents an index of a normahzed Had-
amard matrix corresponding to k, H, i Fepresents a n” order
normalized Hadamard matrix correspondlng to j,, a value of
nis equal to the number of the transmitting antennas, and (R,,
H,, ) represents a matrix formed by selecting r columns
from a rotated Hadamard matrix R, H,,

It should be noted that, R, H, . is obtalned through rotation
of column vectorsin H,, , by the dlagonal matrix R, , soitcan
be called as a rotated Hadamard matrix.
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It should be noted that, the structure of the diagonal matrix
R, may be represented as:

5 5.
_dlag{b le k1 b; zel w2 L, b;k,,el et b;k,nel ‘k'”}

where, b, , is a real number, 9, , represents a phase shift,
*=-1,t=1,2, ..., n, and a value of n is equal to the number
of'the transmlttlng antennas.

Itshould be noted that, in the step of forming the matrix (R,,

. ’h)(’) by selecting r columns from the rotated Hadamard
matrix R, H,, ., which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R

H,,) )1 formed by extracting one r-column sub-matrix from
eachmatrix R, H,, ., each of matrixes has amaximum chordal
distance; and for correlated channels, the columns should be
selected in such a way that in a set {(R, H,, )"} formed by
extracting one r-column sub-matrix from each matrix R,
H,, - each of matrixes has a maximum gain in a zero direction
of'a spatial projection of the antenna array. Any other feasible
method may also be employed for selection, and no limitation
is made thereon.

Further, the codeword W, included in the first non-dif-
ferential codebook may have the following structure:

W=l )

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, W) represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, , repre-
sents a n” order diagonal matrix corresponding to 1k, Jz rep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M, represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of the transmitting antennas, and (R, H,, ;. )
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, H,, ;. R, Z i

It should be noted that, R H, R is obtained through
rotation of column vectors in H - by the diagonal matrix R,
soR, H, . R is also a rotated Hadamard matrix.

It should be noted that, the structure of the diagonal matrix
R, may be represented as:

. jo; jo; i o
Ri, =dlag{bik,1€ Wl by 2", L by L by e ‘k'”}

where, b, , is a real number, 9, , represents a phase shift,
=111, 2 ,n, and a value of n is equal to the number
of the transmlttlng antennas.

Itshould be noted that, in the step of forming the matrix (R,,
H, R A" by selectlng r columns from the rotated Had-
amard matrix R, H, Ji le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way that in a set { (R, "
H,, R AL formed by extractlng one r-column sub-matrix

oy
from each matrix R, H,, R , each of matrixes has a maxi-
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mum chordal distance; and for correlated channels, columns
should be selected in such a way that in a set {(Rik H, .
RikH)(’)} formed by extracting one r-column sub-matrix from
each matrix R, H,, RikH , each of matrixes has a maximum
gain in a zero direction of a spatial projection of the antenna
array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

Further, referring to FIG. 1, after acquiring the reference
PMI and the differential PMI, the method may further include
the following steps.

102: Feed back the reference PMI and the differential PMI
to a data sending end; and

103: The data sending end receives the reference PMI and
the differential PMI and, according to the reference PMI and
the differential PMI, obtains a PM by using a second non-
differential codebook and a second diagonal differential
codebook pre-stored locally.

The second non-differential codebook and the second
diagonal differential codebook are consistent with the first
non-differential codebook and the first diagonal differential
codebook respectively.

Further, the first non-differential codebook is a first basic
codebook, and the first diagonal differential codebook is a
first transformed codebook.

Further, the second non-differential codebook is a second
basic codebook, and the second diagonal differential code-
book is a second transformed codebook.

In the method for acquiring a PMI according to the embodi-
ment of the present invention, acquiring a reference PMI and
a differential PMI can reduce the feedback overhead and
improve the feedback precision so as to further improve the
feedback performance; and the fact that a codeword included
in the diagonal differential codebook is a diagonal matrix can
maintain amplitude characteristics (for example, a constant
modulus characteristic and a finite character set constraint
characteristic) of elements already existing in the non-difter-
ential codebook or facilitate power distribution among anten-
nas. Moreover, a non-differential codebook obtained from a
rotated Hadamard matrix may be used. Individual columns of
the Hadamard matrix may be matched with eigenvectors of
strongly correlated channels and weakly correlated channels
in a uniform linear array transmitting antenna arrangement
and a dual-polarized transmitting antenna arrangement
respectively so as to improve the accuracy of quantization.
The rotated matrix is in the form of a diagonal matrix, and this
can maintain a fine quantization of the space on basis of the
quantization of the Hadamard matrix. Furthermore, each of
elements of the Hadamard matrix is +1 or -1, which can
satisfy the constant modulus characteristic; and multiplica-
tion of the Hadamard matrix with other matrixes or vectors
may be simplified into addition or subtraction operations,
which can significantly reduce the computational complexity
of channel quality indicator (CQI) calculation based on a
signal to interference noise ratio (SINR), PMI selection, and
rank adaptation. The individual columns of the Hadamard
matrix are orthogonal to each other, and this can maintain,
after normalization, the unitary matrix characteristic of code-
words in the non-differential codebook so that individual
transmitted spatial streams are guaranteed to have the same
power distribution and, in case of a full rank, individual
transmitting antennas have the same power distribution.
Additionally, the approach to obtain a non-differential code-
book from a rotated Hadamard matrix may be applied to cases
where the number of transmitting antennas is 2, 4, 8, 16, 32,
64 or the like, and the obtained non-differential codebook
may satisfy the constant modulus characteristic and the uni-
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8

tary matrix characteristic and reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation.

Embodiment 2

Referring to FIG. 2, this embodiment of the present inven-
tion provides a method for acquiring a PMI, where the
method includes the following steps.

201: A UE selects to use a differential PMI based on a
reference PMI for feedback, and acquires the reference PMI.

The reference PMI may be a non-differential PMI lately
fed back by the UE and, particularly, a non-difterential broad-
band PMI or a non-differential sub-band PMI, which may be
selected depending on actual applications.

In the embodiment of the present invention, the reference
PMI is in the form of a non-differential PMI. The reference
PMI may at least be obtained in either of the following two
ways: 1) calculating the reference PMI as n (may be marked
as the reference PMI n) based on a preset criterion and accord-
ing to a non-differential codebook, as shown in Equation (1):

n= argmax U €8}

i=0, L. |WO)-1, w;ew®

where, IW®| represents the size of the non-differential
codebook W, that is, the number of codewords included in
the non-differential codebook W'”; r represents a rank of the
codewords included in the non-differential codebook W;
W, represents a codeword in the non-differential codebook
W corresponding to a reference PM11; and f(W,) represents
an objective function corresponding to the preset criterion.

It should be noted that, the aforesaid preset criterion may
be a throughput maximization criterion, and the objective
function corresponding to this criterion may be a throughput
maximization function, which may be achieved based on
information capacity calculation or based on mutual informa-
tion or variants of mutual information (for example, weight-
ing of mutual information). Furthermore, the aforesaid preset
criterion may also be a chordal-distance maximization crite-
rion. Of course, the objective function corresponding to the
preset criterion may further be set flexibly depending on
actual applications, and no limitation is made thereon. The
preset criterion(s) described elsewhere is similar to that
described here, so no further description will be made
thereon.

Specifically, the non-differential codebook W may be a
non-differential codebook set according to the embodiment
of the present invention. The codewords in the non-differen-
tial codebook W are obtained from a rotated Hadamard
matrix, and specifically, a codeword W, included in the
non-differential codebook W may have the following struc-
ture:

1

vr

W = =Ry Hyj)"

where, k represents a non-differential PMI included in the
non-differential codebook W, k=0, 1 ... IW®I-1, IW®
represents the number of codewords included in the non-
differential codebook W, r represents a rank of the code-
words included in the non-differential codebook, i, represents
an index of a diagonal matrix R, corresponding to k, R,
represents a n” order diagonal matrix corresponding to i, i,
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represents an index of a normalized Hadamard matrix corre- -continued
sponding to k, H,, , represents a n” order normalized Had-

amard matrix corresponding to j,, a value of n is equal to the L1 -1 -1
number of transmitting antennas, and (R, H,, ;) @) represents a L
matrix formed by selecting r columns from a rotated Had- 5
amard matrix R; H,, ;.

-1 -1 1
-1 -1 1 1

-1 -1 1
1 -1 -1

It should be noted that, the structure of the diagonal matrix Hyy =

R, may be represented as: 1 —1

a-
:
i
i

10 -1 -1 -1 -1

— =

. 5 i io; jo;
Ry, = diaglby, 1€ %, by pe 02, by @t L by i)

where, b, , is a real number, §, , represents a phase shilt, 13

ji*==1,t=1,2, ..., n, and a value of n is equal to the number
of transmitting antennas.

It should be noted that, in the step of forming the matrix (R,
H, J})(’) by selecting r columns from the rotated Hadamard 20
matrix R, H, ;, which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-

—_ o e e

umns should be selected in such a way that in a set {(Rik 25

H,,) 1 formed by extracting one r-column sub-matrix from Hgp= —
117, €ach of matrixes has a maximum chordal g
distance; and for correlated channels, the columns should be 1 -1
selected in such a way that in a set {(R, H,, )"} formed by 30 11

eachmatrixR, H

— o e e e e e

extracting one r-column sub-matrix from each matrix R,
H"Jk’
of'a spatial projection of an antenna array. Any other feasible

k
each of matrixes has a maximum gain in a zero direction

method may also be employed for selection, and no limitation 35
is made thereon. For example, for a 4-bit 8-antenna non-
differential codebook, the codeword is

40
1

6] 7)

W = — (R, Hs ;, )", 1 1 -1 -1 -1 -1

vr

,_.
1
—_
1
—_
—_
1
—_
—_

where:1,=0, 1, 2, 3,j,=0, 1, 2, 3, it is supposed that k=), *4+i, 45 -1 1 1 -1 -1 1
(it should be noted that, the present invention is not limited to -1 -1 -1 -1
this form, and any other feasible form may be adopted 11 -1 1
depending on actual applications; for example, it may also be 1 1 1 1
supposed thatk=i, *4+j,),andr=1,2 . . . 8. For example, when 1 -1 1 -1
r=1, W, V=R, Hg )", where (R, Hg;)" represents an 50

operation of taking one of the columns (for example, the first

column) of R, Hy . Cases wherer=2,3 .. .8 are similar to the Diagonal elements of R, may be selected to be consistent
case where r=1, so no further description will be made with 8-point Discrete Fourier Transformation (DFT) vectors,

thereon. Hg o, Hg ;, Hy » and Hy 5 are as follows: which are as follows:
55

Hgs =

—
é||
e e e e e e

— =

Ro =diag{l, 1,1,1,1,1, 1, 1},

60 Ry =diagll, j, -1, —j, L, j, =1, = j},
Hgo =

—
é||
T ——

‘ o o xm
R2=d1ag{1,e’4,e’4,e’4,—1,—@’4,—814,—814},and

. T _gm _w T _; _;3
R3:d1ag{1,e’4,e 7 e T, ~1, e 3, —e 14,—814}.

-1 -1 1 -1 1 1 -1 65
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Additionally, a full-rank precoding codebook may be given
as shown in Table 1 or Table 2 below.

TABLE 1

12

Normalized Hadamard matrix

Diagonal rotation matrix Ri Hgo Hg Hgo Hgs
diag {1,1,1,1,1,1,1,1} Wo®  W®  w® W ®
4r 5 6r  In w,®  w®
dlag{l ef4 ef4 ef4 T T T ef4}
R we®  w®  w,®  w,®
diag{l eJZ eJZ &7, e/ 7, e/ 7, e/, efz}
or .lar 5w .18r 2lr W& w.®
diag {1 ef4 ef4 /T, ST ST T eJ'T}
diag {1,1,1,-1,1,1,1, -1} Wp® wWu® wi® W ®
20
or
TABLE 2

Normalized Hadamard matrix

Diagonal rotation matrix % Hso Hs, Hg, Hg s
diag {1,1,1,1,1,1,1,1} Wo®  W,® W w,®
x o 3w Ar Sr 6r Im w,®  wW® w,® w,®
diag {1, /1, eIT T /T /T e T, eJT}
3 Anx 5 .61 In WI(S) w3(8) WQ(S) WII(S)
diag {1 ejz eJT eJ z, ejf eJ z, e!f e/ T}
Ao ASr sk W& w® W,® W@

or 21r
dlag{l ef4 ef4 Rk S S S ef'ff}

Under the condition that a nested characteristic is met,
other low-rank precoding codebooks can be derived from the 40
aforesaid full-rank precoding codebook.

Specifically, the codeword W, included in the non-dif-
ferential codebook may have the following structure:
45

W,f’)——(R H,; REYD

\/— .y g
50

where, k represents a PMI included in the non-differential
codebook W, k=0, 1 . . . IWY|-1, IW®| represents the
number of codewords included in the non-differential code- 55
book W, r represents a rank of the codewords included in
the non-differential codebook W, i, represents an index of a
diagonal matrix R, corresponding to k, R, represents a n”
order diagonal matrix corresponding to i,, j, represents an g,
index of a normalized Hadamard matrix corresponding to k,
H}’l
responding to j,, a value of n is equal to the number of
transmitting antennas, and (R, H, RikH)(’) represents a
matrix formed by selecting r columns from a rotated Had-
amard matrix R, H,, RikH .

j, fepresents a n” order normalized Hadamard matrix cor-

65

It should be noted that, the structure of the diagonal matrix
R, may be represented as:

. 5
_dlag{b le ig.L , biy zel W L, b;k,,e’é‘k", e b;k,nel ‘k'”)

where, b, , is a real number, J, ¥ represents a phase shift,
=1,t= l 2 ,n,and a Value of n is equal to the number
of transmitting antennas.

Itshould be noted that, in the step of forming the matrix (R,,
H,,, RikH)(’) by selecting r columns from the rotated Had-
amard matrix R, H,, RikH , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way that in a set {(Rik
H,,, RikH)(’)} formed by extracting one r-column sub-matrix
from each matrix R, H, RikH , each of matrixes has a maxi-
mum chordal distance; and for correlated channels, the col-
umns should be selected in such a way that in a set {(Rik H, .
RikH Y1 formed by extracting one r-column sub-matrix from
each matrix R, H, . RikH ,
gain in a zero direction of a spatial projection of an antenna

each of matrixes has a maximum

array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.
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For example, for a 4-bit 8-antenna non-differential code-
book, the codeword is

1
— (Ry, Hy REV.

vr

w =

where:1,=0, 1, 2, 3, j,=0, 1, 2, 3, it is supposed that k=), *4+i,
(it should be noted that, the present invention is not limited to
this form, and any other feasible form may be adopted
depending on actual applications; for example, it may also be
supposed that k=i, *4+j,), andr=1,2...8. Whenr=1, W, =
(R, Hg, RikH)(l), where (R, Hg RikH)(l) represents an opera-
tion of taking one of the columns (for example, the first
column) of R, Hg ,,, RikH .Caseswherer=2, 3. .. 8 are similar
to the case where r=1, so no further description will be made
thereon. Hg o, Hg ;, Hy » and Hy 5 are as follows:

111 1 1 1 1 1

1 -1 1 -1 1 -1 1 -1

11 1 1 -1 -1 -1 -1

L1 -1 1 -1 -1 1 -1 1
o=l 1 0 20 01 o1
1 -1 -1 1 1 -1 -1 1

11 -1 -1 -1 -1 1 1

1 -1 -1 1 -1 1 1 -1

1 1 -1 -11 1 -1 -1

1 -1 -1 1 1 -1-11

-1 -1 1 11 1 -1 -1

L|-1 1 1 11 -1 -1 1
iy I R U U S R
1 -1 1 -11-11 -1

-1 -1 -1 -111 1 1

11 -1 1 1-11 -1
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-continued

1 11 1 -1 -1 -1 -1

I -1 1 -1 -1 1 -1 1
1111 1 1 1 1

1|1 =11 -1 1 -1 1 -1
ey P R S R R R
-1 1 1 -1 1 -1 -1 1

1 -11 1 -1 -1 1 1

-1 1 1 -1 -11 1 -1

1 1 -1 -1 -1 =11 1

1 -1 -1 1 -1 1 1 -1

-1 -1 1 1 -1 -11 1

L-1 1 1 -1 -1 1 1-1
i P R R B S G
-1 1 -1 1 1 =11 -1

11 1 1 1 111

1 -1 1 -1 1 -11 -1

Diagonal elements of R, may be selected to be consistent
with the 8-point DFT vectors, which are as follows:

Ry =diag{1, 1,1, 1,1, 1,1, 1},
Ry =diag{l, j, -1, —j, 1, j, -1, =),

a2 3 P 27 37
R, = diag{l, 1,07 4T 1, -2, &7, —e”éf},

. T _gm _w T _; _;3
R3:d1ag{1,e’4,e 7 e T, ~1, e 3, —e 14,—814}.

Additionally, a full-rank precoding codebook may be given
as shown in Table 3 or Table 4.

TABLE 3

Normalized Hadamard matrix

Diagonal rotation matrix % Hgo Hg Hgo Hg s
diag {1,1,1,1,1,1, 1, 1} Wo®  wW,®  w® W ®
x 2w s Ar 5S¢ 6r  In w,®  w®
diag {1, efd, el F F IF F I e“T}
o 2 Ar AT Sr 6n In we  we®  w® w,®
diag {1, e/2,e/2,e/2,e/2,e/2,e 7, eJ’T}
3t 6r  9r o 15w I8t 21¢ ws®  w,®
diag {1, I - I ef'ff}
diag {1,1,1,-1,1,1,1,-1} le(s) W14(8) W13(8) WIS(S)

65

or
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TABLE 4

16

Normalized Hadamard matrix

Diagonal rotation matrix % Hgo Hg Hgo Hg s
diag {1,1,1,1,1,1,1,1} W®  wW® w® w,®
ax  w s Ar 5S¢ 6r  In w,® W w,® w,®
diag {1, efd, el F IF IH F T e“T}
a  w G Ar Sr 6r  In w,e®  w® w,® w;,®
diag {1, e'2,e/7,e/7,e/7,e/7,e/7, eJ’T}
S st 2x W& w,® W, ® w®

. BJr 6r Or o l2m ] L8 21w
d1ag{1,ef4,ef4,ef4,ef T el el el }

Under the condition that a nesting characteristic is met,
other low-rank precoding codebooks can be derived from the
aforesaid full-rank precoding codebook.

Specifically, the codeword W, included in the non-dif-
ferential codebook may have the following structure:

wk(r):K_kBM_k(r)

where, k represents a PMI included in the non-differential
codebook W, k=0, 1 . . . IW?|-1, IW?| represents the
number of codewords included in the non-differential code-
book W, r represents a rank of the codewords included in
the non-differential codebook W, i, represents an index ofa
diagonal matrix R, corresponding to k, R, represents a n*
order diagonal matrix corresponding to i, B, Jk(’), represents
a codeword in a non-differential codebook having a rank of r
for n transmitting antennas and corresponding to an index jj,
and j, corresponds to k.

It should be noted that, the structure of the diagonal matrix
R, may be represented as:

. jo; jo; 5 jo;
Ry, = diaglby, 1€ %, by pe %2, by @t L by )

where, b, , is a real number, §, , represents a phase shilt,
ji*==1,t=1,2, ..., n, and a value of n is equal to the number
of transmitting antennas.

Moreover, the non-differential codebook may also be any
non-differential codebook known in the prior art (for
example, an LTE R8 codebook) and may be flexibly selected
depending on actual applications, and no limitation is made
thereon herein.

2) selecting a non-differential broadband PMI (supposing
that the non-differential broadband PMI is n) lately fed back
by the UE for use as the reference PMI.

Specifically, the NodeB may, through a high-level signal-
ing or a downlink physical control channel, instruct the UE to
use the differential PMI based on the reference PMI for feed-
back, and after receiving the instruction from the NodeB, the
UE selects to use the differential PMI based on the reference
PMI for feedback. Alternatively, the NodeB and the UE make
beforehand an agreement that the UE uses the differential
PMI based on the reference PMI for feedback so that when
performing the feedback, the UE automatically selects to use
the differential PMI based on the reference PMI for feedback.
The present invention is not merely limited to the aforesaid
two approaches, and any other feasible approach may be set
depending on actual applications so that the UE can select to
use the differential PMI based on the reference PMI for feed-
back.
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202: The UE feeds back the reference PMI to the NodeB,
and calculates the differential PMI based on the preset crite-
rion and according to the reference PMI, the non-differential
codebook W, and the diagonal differential codebook D.

The non-differential codebook W may be a non-differ-
ential codebook similar to that in the step 201 (that is, the
codewords set in the embodiment of the present invention
obtained from a non-differential codebook obtained from a
rotated Hadamard matrix), or may be any non-differential
codebook known in the prior art.

The diagonal differential codebook is a differential code-
book whose codewords are diagonal matrixes according to
the embodiment of the present invention. The structure of a
codeword C,, included in the diagonal differential codebook
D according to the embodiment of the present invention is as
shown in Equation (2):

Codiag{e/O1 @082 oO%i | o0V} @

where, k represents a differential PMI included in the
diagonal differential codebook D, k=0, 1 . . . IDI-1, IDI
represents the number of codewords included in the differen-
tial codebook D, j*=-1, N represents the number of transmit-
ting antennas and is a positive integer, 0, (i=1, 2,3 ... N)
represents a phase shift, and 6, , may be obtained according to
the number of the transmitting antennas and arrangement of
the transmitting antennas.

The differential PMI is calculated as k (marked as the
differential PMI k) based on the preset criterion and accord-
ing to the reference PMI, the non-differential codebook W
and the diagonal differential codebook D, as shown in Equa-
tion (3):

k= argmax  f(GW,) @

i=0,1...|DI-1,C;eD

where, C, represents a codeword in the diagonal differen-
tial codebook D corresponding to a differential PMI i, W,,
represents a codeword in the non-differential codebook W
corresponding to a reference PMI n, and f(C,W,,) represents
an objective function corresponding to the preset criterion.

203: The UE feeds back the differential PMI to the NodeB.

Inthe embodiment of the present invention, the differential
PMI is k, so k is fed back to the NodeB.

204: The NodeB receives the reference PMI and the differ-
ential PMI, and calculates a PM V by using the non-differen-
tial codebook W and the diagonal differential codebook D
and according to the reference PMI and the differential PMI.

It should be noted that, because the UE already feeds back
the reference PMI to the NodeB in the step 202 before feeding
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back the differential PMI to the NodeB in the step 203, the
NodeB firstly receives the reference PMI and then receives
the differential PMI. Therefore, the NodeB may store the
reference PMI that is firstly received and then, after the dif-
ferential PMI is received, calculate the PM V according to the
reference PMI and the differential PMI.

Specifically, for a Single User Multiple Input Multiple
Output (SU-MIMO) system, the NodeB obtains a codeword
corresponding to the reference PMI through query from the
non-differential codebook W (consistent with a non-differ-
ential codebook pre-stored in the UE) pre-stored in the
NodeB according to the reference PMI, obtains a codeword
corresponding to the differential PMI through query from the
diagonal differential codebook D (consistent with a diagonal
differential codebook pre-stored in the UE) pre-stored in the
NodeB according to the differential PMI, and multiplies the
codeword corresponding to the reference PMI by the code-
word corresponding to the differential PMI to obtain a mul-
tiplication result for use as the PM V.

In the embodiment of the present invention, the reference
PMLI is n, a codeword corresponding to the reference PMI nis
W, the differential PMI is k, and a codeword corresponding
to the differential PMI k is C,.. Therefore, the PM V obtained
according to the embodiment of the present invention is as
shown in Equation (4):

V=C,W,, @

For a Multiple User Multiple Input Multiple Output (MU-
MIMO) system, the NodeB calculates, by using the non-
differential codebook W and the diagonal differential code-
book D, the PM V based on a Zero-Forcing Beam Forming
(ZF-BF) algorithm or a maximum Signal-Leakage Plus Noise
Ratio (SLNR) criterion and according to reference PMIs and
differential PMIs fed back by individual UEs that are simul-
taneously paired.

The process for the individual UEs to feed back the PMIs is
similar to the steps 201-203, and will not be further described
herein. Moreover, for ease of understanding of the calculation
process in case of the MU-MIMO system, a case where the
PM V is calculated by using the ZF-BF algorithm will be
described as an example hereinafter:

For two UEs that are simultaneously paired, suppose that a
reference PMI corresponding to one of the two UEs is n,; (and
suppose that a codeword corresponding to the reference PMI
n, is W,,;), and that a differential PMI corresponding to the
one of the two UEs is k; (and suppose that a codeword cor-
responding to the differential PMIk, is C,, ); and suppose that
a reference PMI corresponding to the other UE is n, (and
suppose that a codeword corresponding to the reference PMI
n, is W,,), and that a differential PMI corresponding to the
other UE is k, (and suppose that a codeword corresponding to
the differential PMI k, is C,,). Then, by using the aforesaid
method for the SU-MIMO system, a PM \71 corresponding to
the one of the two UEs is calculated as shown in Equation (5)
and a PM V, corresponding to the other UE is calculated as
shown in Equation (6):

\Aflzcklwnl )]

\Afzzckzwnz (6)

IA_I:[(\A]l)T (\Alz)T]T and G:ﬁH(ﬁﬁH)"l are set.
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A PM V obtained according to H and G is as shown in
Equation (7):

P - - - _ M
V= —Gdiag{llgoll ™" llgall™ - gl ™ - llgs-il™)

Vs

where, P represents a total transmitting power of the
NodeB, S represents the total number of layers for spatial
multiplexing ofthe two UEs, g ~(i=0, 1 . . . S—1) represents an
i column vector of G, and ||g||(i=0, 1 . . . S—1) represents an
Euclid norm of G. .

The process for calculating the PM V based on the maxi-
mum SLNR criterion is similar to that in the prior art, and will
not be further described herein.

205: The NodeB pre-processes data to be sent by using the
PM V, and sends the pre-processed data s to the UE through
the transmitting antennas.

206: The UE receives a receive signal y, and detects data of
the receive signal y.

Specifically, the receive signal y received by the UE is as
shown in Equation (8):

®)

where, y represents a receive signal received by the UE, H
represents a channel matrix, V represents a PM, s represents
data to be sent, and n represents Additive White Gaussian
Noise (AWGN).

It should be noted that, in the aforesaid process, the refer-
ence PMI and the differential PMI are fed back to the NodeB
in the step 202 and the step 203 respectively; however, in
actual applications, the reference PMI and the differential
PMI may also be fed back to the NodeB simultaneously.
Specifically, after obtaining the reference PMI, the UE may
firstly store the reference PMI; and then, in the step 203, the
UE feeds back the reference PMI and the differential PMI to
the NodeB simultaneously. Alternatively, it is possible to, in
the step 201, calculate the reference PMI as n and the differ-
ential PMI as k simultaneously based on the preset criterion
and according to the non-differential codebook W and the
diagonal differential codebook D, as shown in Equation (9):

y=HVs+n

k= argmax flCwy 9)
i=0,1...IDI-1,C;eD
J=0 L [WO 1, W)

Then, after the reference PMI and the differential PMI are
fed back to the NodeB simultaneously in the step 202, the step
204 is executed directly.

Moreover, it should be noted that, in the aforesaid process
of feeding back the reference PMI and the differential PMI,
whether the differential PMI or the reference PMI is fed back,
it is possible that one PMI is fed back for the whole system
bandwidth; or, provided that the system is divided into a
plurality of bandwidth parts (BPs) and each of the BPs
includes a plurality of sub-bands, then it is possible that one
PMI is fed back for each of the sub-bands or for multiple ones
of the sub-bands (for example, the Best-M manner: one PMI
is fed back for the selected M sub-band(s)). That is, the
reference PMI and the differential PMI may be either a broad-
band PMI or a sub-band PMI, and also one PMI may be fed
back for a plurality of sub-bands in the Best-M manner.

Inthe method for acquiring a PMI according to the embodi-
ment of the present invention, acquiring a reference PMI and
a difterential PMI according to a non-differential codebook
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and a diagonal differential codebook can reduce the feedback
overhead and improve the feedback precision so as to
improve the feedback performance; and the fact that a code-
word included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can satisfy the constant
modulus characteristic; and multiplication of the Hadamard
matrix with other matrixes or vectors may be simplified into
addition or subtraction operations, which can significantly
reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation. The
individual columns of the Hadamard matrix are orthogonal to
each other, and this can maintain, after normalization, the
unitary matrix characteristic of codewords in the non-differ-
ential codebook so that individual sent spatial streams are
guaranteed to have the same power distribution and, in case of
a full rank, individual transmitting antennas have the same
power distribution. Further, the approach to obtain a non-
differential codebook from a rotated Hadamard matrix may
be applied to cases where the number of transmitting anten-
nas is 2, 4, 8, 16, 32, 64 or the like, and the obtained non-
differential codebook may satisfy the constant modulus char-
acteristic and the unitary matrix characteristic and reduce the
computational complexity of CQI calculation based on the
SINR, PMI selection and rank adaptation. Additionally, using
the non-differential PMI that is lately fed back by the UE as
the reference PMI can not only reduce the overhead but also
make full use of the correlation of channels in the frequency
domain and the time domain or in the space domain, thereby
improving feedback precision.

Embodiment 3

Referring to FIG. 3, this embodiment of the present inven-
tion provides a method for acquiring a PMI, where the
method includes the following steps.

301: A UE selects to use a differential PMI based on a
reference PMI for feedback, and acquires the reference PMI.

The reference PMI may be a non-differential PMI and a
differential PMI that are lately fed back by the UE.

In the embodiment of the present invention, the reference
PMI may include a non-differential PMI and m reference
differential PMIs (m is a natural number, and a value of m
may be determined depending on actual applications, for
example, depending on the number of sub-bands). By using
the approach described in the step 201 of Embodiment 2, the
non-differential PMI may be obtained as n. Furthermore, m
reference differential PMIs may be calculated as ny, 1, . . .,
n,, based on a preset criterion and according to a diagonal
differential codebook D (the m reference differential PMIs
are marked as the reference differential PMI n,,, the reference
differential PMIn,, ..., and the reference differential PMIn,,
respectively), as shown in Equation (10):
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10

(R0, A1 .. A =

argmax

f(GCy, - Gy
dm)d j=0L .. IDIL,C} €D j=0.L,... m

CigWo)
Gy -

302: The UE feeds back the reference PMI to the NodeB,
and calculates the differential PMI based on the preset crite-
rion and according to the reference PMI, a non-differential
codebook W, and the diagonal differential codebook D.

The non-differential codebook W and the diagonal dif-
ferential codebook D are identical to those in the step 202 of
Embodiment 2 respectively, and will not be further described
herein.

The differential PMI is calculated as k (marked as the
differential PMI k) based on the preset criterion and accord-
ing to the reference PMI (n, n,, n;, . . ., n,,), the non-
differential codebook W, and the diagonal differential
codebook D, as shown in Equation (11):

k= argmax (11

F(CCry - Cry
i=0,1... |D|-1,C;eD

Cog W)

where, C, represents a codeword in the diagonal differential
codebook D correspondlng to a differential PMI1; C,, C,

C,,, represent codewords in the diagonal dlfferentlal code-
book D corresponding to the reference differential PMI n,,,
the reference differential PMI n,, . . . , and the reference
differential PMI n,, respectively; and W, represents a code-
word in the non-differential codebook W' corresponding to
the non-differential PMI n.

303: The UE feeds back the differential PMI to the NodeB.

Inthe embodiment of the present invention, the differential
PMI is k, so k is fed back to the NodeB.

304: The NodeB receives the reference PMI and the differ-
ential PMI, and calculates a PM V by using the non-differen-
tial codebook W and the diagonal differential codebook D
and according to the reference PMI and the differential PMI.

Specifically, for an SU-MIMO system, the NodeB obtains
a codeword corresponding to the reference PMI through
query from the non-differential codebook W (consistent
with a non-differential codebook pre-stored in the UE) pre-
stored in the NodeB according to the reference PMI, obtains
a codeword corresponding to the differential PMI through
query from the diagonal differential codebook D (consistent
with a diagonal differential codebook pre-stored in the UE)
pre-stored in the NodeB according to the differential PMI,
and multiplies the codeword corresponding to the reference
PMI by the codeword corresponding to the differential PMIto
obtain a multiplication result for use as the PM V.

In the embodiment of the present invention, the reference
PMI includes a non-differential PMI and m reference differ-
ential PMIs, the non-differential PMI is n, the m reference
differential PMIs aren,, n,, . . ., n,,, respectively, a codeword
corresponding to the non-differential PMIn is W, , codewords
corresponding to the reference differential PMIs n,, ny, . . .,
n,areC,,C, ...C, ,respectively, the differential PMI is k,
and a codeword correspondmg to the differential PMI k is C,.
Therefore, the PM V obtained according to the embodiment
of the present invention is as shown in Equation (12):

V=CyC,, - - CpCu¥)

1 G

For an MU-MIMO system, the NodeB calculates, by using
the non-differential codebook W and the diagonal differen-
tial codebook D, the PM V based on the ZF-BF algorithm or

(12)
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the maximum SLNR criterion and according to reference
PMIs and differential PMIs fed back by individual UEs that
are simultaneously paired. This process is similar to the step
204 of Embodiment 2, and will not be further described
herein. 5

305: The NodeB pre-processes data s to be sent by using
the PM V, and sends the pre-processed data s to the UE
through the transmitting antennas.

306: The UE receives a receive signal y, and detects data of
the receive signal y.

Specifically, the receive signal y received by the UE is as
shown in Equation (13):

10

y=HVs+n (13)

where, y represents a receive signal received by the UE, H {5
represents a channel matrix, V represents a PM, s represents
data to be sent, and n represents AWGN.

It should be noted that, in the aforesaid process, the refer-
ence PMI and the differential PMI are fed back to the NodeB
in the step 302 and the step 303 respectively; however, in ,,
actual applications, the reference PMI and the differential
PMI may also be fed back to the NodeB simultaneously.
Specifically, after obtaining the reference PMI, the UE may
firstly store the reference PMI; and then, in the step 303, the
UE feeds back the reference PMI and the differential PMI to 5
the NodeB simultaneously. Alternatively, it is possible to, in
the step 301, calculate the reference PMI asn, ny,n,, ..., 1,
and the differential PMI as k simultaneously based on the
preset criterion and according to the non-differential code-
book W and the diagonal differential codebook D, as shown
in Equation (14a):

(k, 1, 119, By ... By) = argmax

22

and a diagonal differential codebook can reduce the feedback
overhead and improve the feedback precision so as to
improve the feedback performance; and the fact that a code-
word included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can maintain the constant
modulus characteristic of the non-differential codebook; and
multiplication of the Hadamard matrix with other matrixes or
vectors may be simplified into addition or subtraction opera-
tions, which can significantly reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation. The individual columns of the Had-
amard matrix are orthogonal to each other, and this can main-
tain the unitary matrix characteristic of codewords in the
non-differential codebook so that individual sent spatial
streams are guaranteed to have the same power distribution
and, in case of a full rank, individual transmitting antennas

(14a)

Gbigsits simhi=0,1 ... IDI=L,C;EDH=0,1,... [l |~Loyewlsi;=0,1 .. IDI-1,C; €D, j=0,L,... im.

Moreover, it should be noted that, the reference differential
PMIs in the step 301 may also be achieved recursively, as
shown in Equation (14b):

s (14b) 45

= argmax

bile
ij:O,l -..IDI-1,C; .eD
4

(c:,

iy - G CiyWo ). j=0.1,... .m

ij

Then, after the reference PMI and the differential PMI are
fed back to the NodeB simultaneously in the step 302, the step s
304 is executed directly.

Moreover, it should be noted that, in the aforesaid process
of feeding back the reference PMI and the differential PMI,
whether the differential PMI or the reference PMI is fed back,
it is possible that one PMI is fed back for the whole system 5
bandwidth; or, provided that the system is divided into a
plurality of BPs and each of the BPs includes a plurality of
sub-bands, one PMI is fed back for each of the sub-bands or
for multiple ones of the sub-bands (for example, the Best-M
manner: one PMI is fed back for the M selected sub-band(s)). 60
That is, the reference PMI and the differential PMI may be
either a broadband PMI or a sub-band PMI, and also one PMI
may be fed back for a plurality of sub-bands in the Best-M
manner.

In the method for acquiring a PMI according to the embodi- 65
ment of the present invention, acquiring a reference PMI and
a differential PMI according to a non-differential codebook

F(CiCiy .. Ci  Cig W)

have the same power distribution. Further, the approach to
obtain a non-differential codebook from a rotated Hadamard
matrix may be applied to cases where the number of trans-
mitting antennas is 2, 4, 8, 16, 32, 64 or the like, and the
obtained non-differential codebook may satisfy the constant
modulus characteristic and the unitary matrix characteristic
and reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation. Addi-
tionally, using the non-differential PMI and the m reference
differential PMIs that are lately fed back by the UE as the
reference PMI can not only further reduce the overhead but
also make full use of the correlation of channels in the fre-
quency domain and the time domain or in the space domain,
further improving feedback precision.

The methods described in Embodiment 2 and Embodiment
3 are also applicable to a Coordinated Multiple Point trans-
mission (CoMP) system. Hereinafter, a case where the meth-
ods are applied to the CoMP system will be further described
as an example.

Embodiment 4

Referring to FIG. 4, this embodiment of the present inven-
tion provides a method for acquiring a PMI, where the
method includes the following steps.

401: A UE selects to use a differential PMI based on a
reference PMI for feedback, and acquires the reference PMI
of each cell.
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Specifically, BSs in all cells of the CoMP system where the
UE is located can, through a high-level signaling or a down-
link physical control channel, instruct the UE to use the
differential PMI based on the reference PMI for feedback,
and after receiving the instruction, the UE selects to use the
differential PMI based on the reference PMI for feedback.
Moreover, it should be noted that, in the embodiment of the
present invention, the BSs in all the cells of the CoMP system
are centrally controlled by an evolved NodeB (eNode B).

In the embodiment of the present invention, it is supposed
that the CoMP system has M cells in total (M is a positive
integer), and the reference PMI of each of the cells is n,,
n,, ..., n,, respectively. It should be noted that, in the
embodiment of the present invention, the reference PMI of
each of the cells may be in the form of either the reference
PMI described in the step 201 of Embodiment 2 or the refer-
ence PMI described in the step 301 of Embodiment 3, and
may be selected flexibly depending on actual applications.

402: The UE feeds back the reference PMI of each of the
cells to the eNode B, and calculates the differential PMI of
each of the cells based on a preset criterion and according to
the reference PMI of each of the cells, a non-differential
codebook W, and a diagonal differential codebook D.

The non-differential codebook W is identical to that in
the step 202 of Embodiment 2, and will not be further
described herein. The diagonal differential codebook D may
be identical to that in the step 202 of Embodiment 2, or may
be a diagonal matrix obtained by multiplication of each of
matrixes in the diagonal differential codebook in the step 202
of Embodiment 2 with one phase shift matrix (for example,
multiplication of C, with diag{e’®, &=, ..., &%, ..., &=},

The differential PMI of each of the cells is calculated as k; ,
k, . . . k,, respectively based on the preset criterion and
according to the reference PMI of each of the cells, the non-
differential codebook W and the diagonal differential code-
book D, as shown in Equation (15):

(kiky ... ky) = argmax) f(norm{[(\/p_l )H(\/P_zciZWnZ)H
iu

Giri

where, M represents the number of cells and is a positive
integer; C,, C; . . . C represent codewords in the diagonal
differential codebook D corresponding to the differential
PMIsi,, i, ...,1,,respectively; W, , W, ... W, represent
codewords in the non-differential codebook W( " correspond-
ing to the reference PMIs n,, n, . . . , n,, respectively; f(@®)
represents an objective function corresponding to the preset
criterion; p, represents long-scale fading corresponding from
the UE to a BS of a cell i and is a power control parameter
known by both the eNode B and the UE; norm{*} represents
normalization of individual columns of a matrix; i,=0,1 . ..
IDI-1, C,eD,1,=0,1...IDI-1, C.eD, .. .1,~0,1 ... IDI-1,
C, D and (.)H represents a conjugate transpose operatlon of
a matrlx or vectors.

403: The UE feeds back the differential PMI of each of the
cells to the eNode B.

In the embodiment of the present invention, the differential
PMIs of all the cells are k;, k, . . . k,, respectively, so k,,
k, ...k, are fed back to the eNode B.

404: The eNode B receives the reference PMI and the
differential PMI of each of the cells, and calculates a PM V of
each of the cells by using the non-differential codebook W
and the diagonal differential codebook D and according to the
reference PMI and the differential PMI.

. (\/P_MCiM
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In the embodiment of the present invention, there are M
cells in total, and it is supposed that the PM V of each of the
cells is the PM Vl, the PM Vz, ..., and the PM A% A respec-
tlvely The eNode B calculates the PM V of each of the cells

5 by using the non-differential codebook W and the diagonal
differential codebook D and according to the reference PMI
and the differential PMI, as shown in Equation (16):

(P (Pag/"Y'=norm{[W/pC; 7, )
WP2C, W) -« (VpaaCy W )1 (16)

10 where, M represents the number of cells and is a positive

integer; C,, C; . . . C5 represent codewords in the diagonal
differential codebook D corresponding to the differential
PMIs iy, i, ..., 1y, respectively; W, . W, ... W, represent
codewords in the non-differential codebook W(’) correspond-
ing to the reference PMIs n,, n,, . . . , n,, respectively; p;
represents long-scale fading corresponding from the UE to a
BS of a cell i and is a power control parameter known by both
the eNode B and the UE; norm {*} represents normalization
of individual columns of a matrix; (@)~ represents a conju-
gate transpose operation of a matrix or vectors; and i,=
0,1...1DI-1,C,eD,1,=0,1 ... IDI-1,C,eD . ..1,~0,1 . ..
IDI-1, C, eD.

405: The eNode B pre-processes data s to be sent of each of
the cells by using the PM V of the cell, and sends the pre-
processed data s to the UE through the transmitting antennas.

406: The UE receives a receive signal y, and detects data of
the receive signal y.

Specifically, the receive signal y received by the UE is as
shown in Equation (17):

y=diag{H,H>, . . ., H, ...

WpsCo Wy - psaCop oy )1 s

where, H, (i=1, 2 . . . M) represents a channel matrix from

the UE to a BS of a cell i; and other symbols therein have the

same meanings as those in Equation (15) and Equation (16),
and will not be further described herein.

30
Hyfnorm{[| (\/—Cl1 W,,l)
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Inthe method for acquiring a PMI according to the embodi-
ment of the present invention, acquiring a reference PMI and
a difterential PMI according to a non-differential codebook
and a diagonal differential codebook can reduce the feedback
overhead and improve the feedback precision so as to
improve the feedback performance; and the fact that a code-
word included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
60 transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can maintain the constant
modulus characteristic of the non-differential codebook; and
multiplication of the Hadamard matrix with other matrixes or
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vectors may be simplified into addition or subtraction opera-
tions, which can significantly reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation. The individual columns of the Had-
amard matrix are orthogonal to each other, and this can main-
tain the unitary matrix characteristic of codewords in the
non-differential codebook so that individual sent spatial
streams are guaranteed to have the same power distribution
and, in case of a full rank, individual transmitting antennas
have the same power distribution. Further, the approach to
obtain a non-differential codebook from a rotated Hadamard
matrix may be applied to cases where the number of trans-
mitting antennas is 2, 4, 8, 16, 32, 64 or the like, and the
obtained non-differential codebook may satisfy the constant
modulus characteristic and the unitary matrix characteristic
and reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation. Addi-
tionally, the method can acquire the reference PMI and the
differential PMI of each of the cells and can be applied to the
CoMP system, which enlarges the application scope thereof.

Additionally, it should be noted that, in consideration of
power distribution of the transmitting antennas, the structure
ofthe codeword C, included in the diagonal differential code-
book in Embodiments 2-4 may also be as shown in Equation
(18):

Ck:diag{akyle"ek’l,akge/ekvz, . ,akyiefekj, . ,akJ\,efek'N} (18)

where, k represents the differential PMI in the diagonal
differential codebook D, k=0, 1. .. IDI-1, IDI represents the
number of codewords included in the diagonal differential
codebook D, j*=-1, N represents the number of transmitting
antennas and is a positive integer, a,, is a real number, 0,
(i=1,2,3 ... N) represents a phase shift of an i” transmitting
antenna, and 8, ; may be obtained according to the number of
the transmitting antennas and the arrangement of the trans-
mitting antennas. A value of ak,l.e"ekj (1=1,2...N)may be set
depending on actual applications, for example, may be
obtained through selection from constellation points of a
constellation diagram of 16 Quadrature Amplitude Modula-
tion (16QAM), 64QAM or the like. When the codewords in
the diagonal differential codebook have a structure as shown
in Equation (18), the power distribution of the transmitting
antennas can be implemented.

Embodiment 5

It should be noted that, this embodiment of the present
invention differs from Embodiments 1-4 in that, for a
strongly-correlated transmitting antenna arrangement, the
structure of the codeword C, included in the diagonal differ-
ential codebook in Embodiments 1-4 may further be opti-
mized as shown in Equation (19):

C—diag[e0 DS e
e/'(N'l)*(me)}

19
where, k represents a differential PMI included in the
diagonal differential codebook D, k=0, 1 . . . IDI-1, IDI
represents the number of codewords included in the diagonal
differential codebook D, j*=-1, N represents the number of
transmitting antennas and is a positive integer, i*(m8) repre-
sents a phase shift of an i” transmitting antenna, i=1, 2 ... N,
and m6 represents a phase shift difference between adjacent
transmitting antennas.

Furthermore, it should be noted that, the aforesaid diagonal
elements may also have their positions swapped according to
the specific antenna arrangement, for example, having their
positions shifted circularly along the diagonal or all the
diagonal elements being multiplied by one phase shift factor.
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It should be noted that, values of the phase shift difference
m0 should be distributed symmetrically around 0 as much as
possible; and as long as the feedback overhead allows, more
differential matrixes may be distributed around the 0 phase
shift; for example, a value of m may m=0, £1, +2, +4, +8 +16,
+32,+64 . ... For example, in the embodiment of the present
invention, a 2-bit 4-antenna diagonal differential codebook is
as shown in Table 5 and Table 8, a 3-bit 4-antenna diagonal
differential codebook is as shown in Table 6 and Table 9, and
a 4-bit 4-antenna diagonal differential codebook is as shown
in Table 7 and Table 10; also, a 2-bit 8-antenna diagonal
differential codebook is as shown in Table 11 and Table 14, a
3-bit 8-antenna diagonal differential codebook is as shown in
Table 12 and Table 15, and a 4-bit 8-antenna diagonal difter-
ential codebook is as shown in Table 13 and Table 16.

TABLE 5
Differential
PMI Differential PM
0 diag {1,1,1, 1}
1 FET S
diag {1, /16, e/T6, efﬁ}
2 -1 -2 31
diag {1, /T8, & T6 | o IB’}
3 . oo
diag {1, '8, e/, /s }
TABLE 6
Differential
PMI Differential PM
0 diag {1,1,1, 1}
1 . oo
diag {1, '8, e/, /s }
2 ) L pman
dlag{l,e 7§, e7/F e fs,efs}
3 R S
diag {1, SENSE e“T}
4 Es 2 3w
diag {1, e /a, e, 671747}
5 diag {1, ], -1, -j}
6 diag {1, -j, -1, j}
7 diag {1,-1, 1, -1}
TABLE 7
Differential
PMI Differential PM
0 diag {1,1,1, 1}
1 FE T S
diag {1, /16, e/T16, efﬁ}
2

. .2 3
diag {1, e™/l6, /16, e /16 |

‘ x am w
dlag{l,eJS,eJi%,eJS}
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TABLE 7-continued

Differential
PMI Differential PM
4 . S 4
dlag{l,eJS,e J8,6J8}
5 . 3r 6 91
diag {1, e'T6, /16, 6116}
6 ) e on
diag {l,e /16, e7/16, 116}
7 . A S 4
diag {1, SENCE N }
8 . B 4
d1ag{1,ef4,e J4,ef4}
9 3r .6t 91
diag {1, /T, T, ef'g}
10 . 3 6 _.9¢
dlag{l,eJS,eJS,eJS}
11 diag {1,j, -1, =i}
12 diag {1, -j, -1, j}
13 .37 Ed
diag {1, ed, —j, e“i}
14 3w s
diag {1,779, j, e/}
15 diag {1,-1,1, -1}
TABLE 8
Differential
PMI Differential PM
0 diag {1,1,1,1}
1 FE S B
diag {6113, e'16, e/T6, efﬁ}
2 =2t 3w .—4r
diag {eJTé, e/T6 , e/ TE eJ’E’}
3 . oo smodw
dlag{efi%,efi% ,els el }
TABLE 9
Differential
PMI Differential PM
0 diag {1,1,1,1}
1 . oo smodw
dlag{efi%,efi% ,els el }
2 L pman
dlag{e /8,e7'% e fs,efs}
3

. P S S /3
diag {614,614 ,el ,ef4}
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TABLE 9-continued

Differential
PMI Differential PM
4 rs 2 3 4
diag {eff'i, el F, e F, 671747}
5 diag {j, -1, -j, 1}
6 diag {~j, -1,j, 1}
7 diag {-1,1,-1,1}
TABLE 10
Differential
PMI Differential PM
0 diag {1,1,1, 1}
1 s 2 3w 4w
diag {eJTG, e'T6, e/16, eJT}
2 21 3 an
diag {e /16,7716, e /16, e 116}
3 3t An
diag {618 /T, /% ef'?}
4 s 2 3 A
diag {eﬁg e ® e /E efff}
5 3r 6 9 12w
diag {eJTG ,e'T6, e'T6, eJ'Tg}
6 3 L6 9 12
diag {671'176 ,e /16, e7/T86, eff*l?}
7 ) S S
diag {e“i, SEINCEN eJT}
8 Es 2 3w 4
diag {6713 ,e T F e T, 6717}
9 3r 6 9 12w
diag {ef? ,els, els eJ'TT}
10 g pE e om o
dlag{efi%,efs,e g eI8 }
11 ) S S
diag {ejf, e’7,e'7, 617}
12 rs 21 3 A
diag {67J7 ,ed2,e7, 67J7}
13 31 .6 9r  .l2r
diag {eJT, /T, T, ef'ff}
14 37 -6 o 121
diag {6717 ,e T F e, 671747}
15 diag {&', &2, 37 &4}
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TABLE 11 TABLE 13-continued
Differential Differential
PMI Differential PM PMI Differential PM
0 diag {1,1,1,1,1,1,1,1} 5
9

) Br o 6r o 2 ISt 18t 2l;
d1ag{1,618,618,ef8,618 e F efs,efs}

1 x 2 31 4w 5w ar
diag {1, e/16, /16, e/16, /16, /16, &/T6, eJTG}
10 3 .61 o 12x 157 187 21w
) - an s T diag {1, e T, e /T, eT, e /E e /8 el TE efJ'T}
dlag{l eJIG eJIG e /16, e /16, 7716, eJIG eJIG} 10
11 diag {1,j, -1, -j,1,j,-1,-j}
3 T 2 3r 4n St 6 T 12 diag {1, -j, -1,j,1,-j, -1,]
diag {1,efg,ef'i%ir,ef’g,ef'i%j,ef?ﬂ,ef’i?,ef?ﬂ} g{l.- ! ! i
13 3 ki 3 T
diag {1, T, —j,ela, —1, -’ ], —e“i}
15
14 . IV S+ o
diag {l,e ST e, -1 e, -, —e 14}
TABLE 12
15 diag {1,-1,1,-1,1,-1,1, -1}
Differential 20
PMI Differential PM
0 diag {1,1,1,1,1,1,1,1} TABLE 14
1 o 2r 3m 4r Sm 6w In .
diag {1, '8, e/, e/8,e/T, /T, /T, ejﬁ} Differ-
25 ential
PMI Differential PM
2 E 21 3 An ST L6 an
diog {1,775, e VT e VT VT e VE T ) 0 diag{1,1,1,1,1,1,1,1}

3 2 3 Ax .5t 61 T 1 3 Ax .5 .61 In 87
diag {1 ef4 T, IT I T T T ef4} 30 dlag{eflé e/16, e /16, /16, &/T6, &/ 16, /15, efm}

2 . o 3w 4 .51 6 i 8
4 a2 am AT _Sp_6r _n diagle™T6, ¢™IT6, ¢ ™/16, ¢ IT6 | 0™/T6, ¢ IT6, /16, ¢~/ T6 )
diag {1, eda, e e e eV e, 671747}
3 aglois, JE S SE SR
5 diag {1,], -1, -}, 1,j, -1, =} diagie’s, e’'F, &3, e/8, /7,7, eF e’
6 diag {1,~j, ~1,}, 1, =}, -1,i} »
7 diag {1,-1,1,-1,1,-1,1, -1}
TABLE 15
40 lefer—
ential
TABLE 13 PMI Differential PM
Differential 0 diag{1,1,1,1,1,1,1,1}
PMI Differential PM
1 L (& 2@ BmooAm stoo6nm Tr w
0 diag {1,1,1,1,1,1,1, 1} 45 dlag{eJS,eJi%,eJ8,eJS,eJS,eJS,eJS,efs}
1 . PR SV N S S Sy /s 2 s 2 3 A ST 6 i 8
diag {1, e'16, /16, &/T6, &/T6, ¢'T6, &’16, 6“6} diagle ™78, e, T, e T, e VF, e IF e VT, V)

2 3 2r 3n An Sg 6r Im 8¢
B2z e 7”} dlag{ef4 T, T, ST, T, T, T, 614}

dlag{l eJIG eJIG e /16, e /16, e /15, eJIG e /6 50
4 . A 8
3 ‘ T g g ar w e diagle i, eI VT eI T eI T T eIT)
dlag{l,eJS,eJS,eJS,eJS,efs,efs,efs}
5 diag{j,~1,~j.1,j,~1,-j.1}
4 ] B V. S S 55 6 diag{~j -1, 1,1, -1, 1,1}
diag {Le 8,678,678, e, e7F, 7T e 8} 7 diag{-1,1,-1,1,-1,1,-1,1}
5 g om Ll st St alx
diag {1 eJIG 6116 eJIG /16 ef T6 ef 16, &’ 16}
6 or w15t IS¢ 210, 60 ]
dlag{l eJIG eJIG eJIG eJIG efls efls eJIG} Differ-
ential
PMI Differential PM
7 20 3r 4n 5w 6r On
J J* J*; - v g I T
I S S S T, el .
diag {1, /4, /T, /T, I, &TH 7, T ) 0 diag {1,1,1,1,1,1,1,1}
65
8 x 2 3 4r st o1 7 1 2z xS
. [y — =t — it i i — ot — L 47 J Ji J J J A J
dlag{l,e T3 eTE e/ H e e T e H e J4} dlag{e 16, e'16, e'I6, e 16 € 16 € 16 e'ls, e 16}
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TABLE 16-continued
Differ-
ential
PMI Differential PM
2 N 2 3 4 5t L6 els 87
diag{e7113 ,e /16, e /16, e /16, e/ T6,e /16, e /16, 671176}
3 LT o am 4w st er o dm 8w
dlag{eJS,eJ8,eJ8,eJS,efs,efs,efs,efs}
4 L m pmo dmo osno _6n dnSx
dlag{ejs,eJ8,6J8,6J8,618,eJS,eJS,e 18}
5 . Bro 6m o L2 LASpo L18r 2lp 24w
dlag{efls, e'16,e'16, e/ 16 , /16 , e/ 16 , &/ T6 , &/ 16}
6 DO = SN R v SRS QUL S T LU
dlag{e 16,616, e /16, e/ T6 , e /16, e /16, e 116’6116}
8 Ly _m _om 3w _4r 5w _6x _In _ 8¢
dlag{e A eTIE e T e F eTH eTVT e T e JT}
9 . Broo6mo o op LASpo L18r 2lx 24w
d1ag{ef8,618,618,ef 8 ,e/8 ,¢e/8 e/ 8 e/ 8 }
10 DO P SN S v SRS - QU7 S ¥ s
dlag{eJS,eJS,eJS,efi% e 8 e8 e ,efs}
11 diag{j,~1,~j.1,j,~1,~j,1}
12 diag{~j,-1,j,1,~j,-1, 1.1}
13 . 3 X _/Z{ P T
diagle’T, —j, &', 1, —e/ T, §, ~e/7, 1}
14 . _ .3 X —j%r _ .3 X .z
diagle /T, j, e T -1, —e T, —j, —e 7T, 1}
15 diag{-1,1,-1,1,-1,1,-1,1}

In the method for acquiring a PMI according to the embodi-
ment of the present invention, acquiring a reference PMI and
a differential PMI according to a non-differential codebook
and a diagonal differential codebook can reduce the feedback
overhead and improve the feedback precision so as to
improve the feedback performance; and the fact that a code-
word included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can satisfy the constant
modulus characteristic; and multiplication of the Hadamard
matrix with other matrixes or vectors may be simplified into
addition or subtraction operations, which can significantly
reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation. The
individual columns of the normalized Hadamard matrix are
orthogonal to each other, and this can maintain the unitary
matrix characteristic of codewords in the non-differential
codebook so that individual sent spatial streams are guaran-
teed to have the same power distribution and, in case of a full
rank, individual transmitting antennas have the same power
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distribution. Furthermore, the approach to obtain a non-dif-
ferential codebook from a rotated Hadamard matrix may be
applied to cases where the number of transmitting antennas is
2,4,8, 16,32, 64 or the like, and the obtained non-differential
codebook may satisfy the constant modulus characteristic
and the unitary matrix characteristic and reduce the compu-
tational complexity of CQI calculation based on the SINR,
PMI selection and rank adaptation. Additionally, the feed-
back performance can be further improved through further
optimization of the codewords in the diagonal differential
codebook.

Embodiment 6

With increase of transmitting antennas, a dual-polarized
transmitting antenna array will become a universal arrange-
ment. Therefore, this embodiment of the present invention
provides a method for acquiring a PMI. This method differs
from the methods described in Embodiments 2-5 in that, the
method according to the embodiment of the present invention
acquires a diagonal differential codebook of'a dual-polarized
transmitting antenna array (which may be referred to as a
dual-polarized diagonal differential codebook) by using a
diagonal differential codebook of monopolar transmitting
antennas (which may be referred to as a monopolar diagonal
differential codebook) in Embodiment 2-5.

Specifically, when, in a dual-polarized transmitting
antenna array including N transmitting antennas, the first N/2
(A%, 24,3 N/2”)transmitting antennas form a group of
co-polarized transmitting antennas and the remaining N/2
(N/2417% N/242 . ., N”) transmitting antennas form
another group of co-polarized transmitting antennas, the
codeword C,, included in the diagonal differential codebook
has a structure as shown in Equation (20):

Cdiag(S,, ", } (20)

where, 8, =diag{e/®!, &% ... &% .. &%) k
represents a differential PMI included in the diagonal differ-
ential codebook D, k=0, 1 . . . IDI-1, IDI represents the
number of codewords included in the diagonal differential
codebook D, j*=-1, N represents the number of transmitting
antennas and is an even integer, ¢,, and 8, , represent phase
shift parameters, m and n are natural numbers, and i=1,
2...,N/2.

It should be noted that, in the matrix of Equation (20), the
first N/2 diagonal elements correspond to a group of co-
polarized transmitting antennas and the remaining N/2 diago-
nal elements correspond to another group of co-polarized
transmitting antennas. Moreover, if the arrangement of the
dual-polarized transmitting antenna array changes, then it
just needs to have positions of the aforesaid elements
swapped correspondingly; and the structure is similar to those
described before, and will not be further described herein.

Inthe method for acquiring a PMI according to the embodi-
ment of the present invention, acquiring a reference PMI and
a difterential PMI according to a non-differential codebook
and a diagonal differential codebook can reduce the feedback
overhead and improve the feedback precision so as to
improve the feedback performance; and the fact that a code-
word included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
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channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can satisfy the constant
modulus characteristic; and multiplication of the Hadamard
matrix with other matrixes or vectors may be simplified into
addition or subtraction operations, which can significantly
reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation. The
individual columns of the normalized Hadamard matrix are
orthogonal to each other, and this can maintain the unitary
matrix characteristic of codewords in the non-differential
codebook so that individual sent spatial streams are guaran-
teed to have the same power distribution and, in case of a full
rank, individual transmitting antennas have the same power
distribution. Furthermore, the approach to obtain a non-dif-
ferential codebook from a rotated Hadamard matrix may be
applied to cases where the number of transmitting antennas is
2,4,8, 16,32, 64 or the like, and the obtained non-differential
codebook may satisfy the constant modulus characteristic
and the unitary matrix characteristic and reduce the compu-
tational complexity of CQI calculation based on the SINR,
PMI selection and rank adaptation. Additionally, forming a
diagonal differential codebook of a dual-polarized transmit-
ting antenna array by using a diagonal differential codebook
of monopolar transmitting antennas can make full use of
features of the dual-polarized transmitting antenna array so as
to improve the performance of the diagonal differential code-
book in the dual-polarized transmitting antenna array
arrangement.

The methods in Embodiments 2-6 have been described by
taking the downlink system (where the NodeB sends data to
the UE) as an example. It should be noted that, the methods
described in Embodiments 2-6 are also applicable to an
uplink system (for example, a system where the UE sends
data to the NodeB). The methods described in Embodiments
2-6 applied to the uplink system differs from those applied to
the downlink system in that: the NodeB acquires a reference
PMI and a differential PMI and notifies the UE of the refer-
ence PMI and the differential PMI in steps similar to those of
Embodiments 2-6; and the UE receives the notification from
the NodeB and performs precoding, and sends data to the
NodeB, which receives and detects the data.

Embodiment 7

Referring to FIG. 5, this embodiment of the present inven-
tion provides a method for acquiring a PM, where the method
includes the following steps.

501: Receive a reference PMI and a differential PMI.

The reference PMI and the differential PMI are obtained
according to a first non-differential codebook and a first
diagonal differential codebook and then sent by a data receiv-
ing end, and a codeword included in the first diagonal difter-
ential codebook is a diagonal matrix.

The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. Codewords in the first non-differential
codebook W are obtained from a rotated Hadamard matrix,
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and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

w = —(R

vr

- )(r)

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . IW"|-1,
W@ represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of adiagonal matrix R, corresponding to
k, R, represents a n™ order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, H,, , represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, H, ’]k)(’) repre-
sents a matrix formed by selecting r columns from a rotated
Hadamard matrix R, H, . The structure of the diagonal
matrix R, may be represented as:

j6; j6; j6i
= dlag{b lel N Yl S L E R Y ‘k'”}

where, b, , is a real number, i*=-1, d, . represents a phase
shift, t=1, 2, . . ., n, and a value of n is equal to the number of
transmlttlng antennas In the step of forming the matrix (R,
o ’h)(’) by selecting r columns from the rotated Hadamard
matrix R, H, . which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way) that in a set {(R
)(’)} formed by extracting one r-column sub-matrix from
each matrix R, H,, ;, each of matrixes has a maximum chordal
distance (for the uncorrelated channel); and for correlated
channels, the columns should be selected in such a way that in
aset {(R, H, )"} formed by extracting one r-column sub-
matrix from each matrix R, H, , each of matrixes has a
maximum gain in a zero direction of a spatial projection of an
antenna array. Any other feasible method may also be
employed for selection, and no limitation is made thereon.
Specifically, the codeword W,” included in the first non-
differential codebook may have the following structure:

! (]
—(Ri, Hyj,)

vr

w =

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, W) represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R,, corresponding to k, R,, repre-
sents a n” order diagonal matrix corresponding to i, j, rep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M, represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, H, =)
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, H,, ;. RikH .
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The structure of the diagonal matrix may be represented as:

_dlag{b le Fig 1 , b, el w2 b;y,ejé"k" ... be ‘k”}

where, b, , is a real number, j =1, d,,, represents a phase
shift, and t= l 2,...,n,and a value ofn is equal to the number
of transmlttlng antennas Inthe step of forming the matrix (R,
H,, R )(’) by selectlng t columns from the rotated Had-
amard matrlx R, H, Ji R , whichr columns are selected may
be determined by us1ng a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way thatin a set {(R
H,, R DY formed by extractlng one r-column sub-matrix
from each matrix R, H, . R, # respectively, each of matrixes
has amaximum chordal distance; and for correlated channels,
the columns should be selected in such a way thatin a set {(R
H,, R, H)(’)} formed by extractlng one r-column sub-matrix
from each matrix R, Hn ARy # respectively, each of matrixes
has a maximum galn in azero direction of a spatial projection
of an antenna array. Any other feasible method may also be
employed for selection, and no limitation is made thereon.

502: Obtain a PM by using a second non-differential code-
book and a second diagonal differential codebook pre-stored
locally and according to the reference PMI and the differen-
tial PMI.

The second non-differential codebook and the second
diagonal differential codebook are consistent with the first
non-differential codebook and the first diagonal differential
codebook respectively.

Further, for an SU-MIMO system, the step of obtaining the
PM by using the second non-differential codebook and the
second diagonal differential codebook pre-stored locally and
according to the reference PMI and the differential PMI may
include:

obtaining a codeword corresponding to the reference PMI
through query from the second non-differential codebook
according to the reference PMI, and obtaining a codeword
corresponding to the differential PMI through query from the
second diagonal differential codebook according to the dif-
ferential PMI; and

multiplying the codeword corresponding to the reference
PMI by the codeword corresponding to the differential PMIto
obtain a multiplication result for use as the PM.

Further, for an MU-MIMO system, the step of obtaining
the PM by using the second non-differential codebook and the
second diagonal differential codebook pre-stored locally and
according to the reference PMI and the differential PMI may
include:

calculating the PM by using the ZF-BF algorithm or based
on the maximum SLNR criterion and according to reference
PMIs and differential PMIs of individual data receiving ends
that are simultaneously paired.

In the method for acquiring a PM according to the embodi-
ment of the present invention, a PM is acquired by using a
second non-differential codebook and a second diagonal dif-
ferential codebook pre-stored locally and according to a ref-
erence PMI and a differential PMI. The fact that a codeword
included in the second diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook or facilitate power dis-
tribution among antennas. Moreover, a non-differential
codebook obtained from a rotated Hadamard matrix may be
used as the second non-differential codebook. Individual col-
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umns of the Hadamard matrix may be matched with eigen-
vectors of strongly correlated channels and weakly correlated
channels in a uniform linear array transmitting antenna
arrangement and a dual-polarized transmitting antenna
arrangement respectively so as to improve the accuracy of
quantization. The rotated matrix is in the form of a diagonal
matrix, and this can maintain a fine quantization of the space
on basis of the quantization of the Hadamard matrix. Further-
more, each of elements of the Hadamard matrix is +1 or -1,
which can maintain the constant modulus characteristic of the
non-differential codebook; and multiplication of the Had-
amard matrix with other matrixes or vectors may be simpli-
fied into addition or subtraction operations, which can sig-
nificantly reduce the computational complexity of CQI
calculation based on the SINR, PMI selection and rank adap-
tation. The individual columns of the normalized Hadamard
matrix are orthogonal to each other, and this can maintain the
unitary matrix characteristic of codewords in the non-differ-
ential codebook so that individual sent spatial streams are
guaranteed to have the same power distribution and, in case of
a full rank, individual transmitting antennas have the same
power distribution. Additionally, the approach to obtain a
non-differential codebook from a rotated Hadamard matrix
may be applied to cases where the number of transmitting
antennas is 2, 4, 8, 16, 32, 64 or the like, and the obtained
non-differential codebook may satisfy the constant modulus
characteristic and the unitary matrix characteristic and reduce
the computational complexity of CQI calculation based on
the SINR, PMI selection and rank adaptation.

Embodiment 8

Referring to FIG. 6, this embodiment of the present inven-
tion provides an apparatus for acquiring a PMI, where the
apparatus includes:

a PMI acquiring module 601, configured to acquire a ref-
erence PMI and a differential PMI according to a first non-
differential codebook and a first diagonal differential code-
book, where a codeword included in the first diagonal
differential codebook is a diagonal matrix.

The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. Codewords in the first non-differential
codebook W are obtained from a rotated Hadamard matrix,
and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

W[f’) )( r)

—(R

vr

n,jy,

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . [W?|-1,
W represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of a diagonal matrix R, corresponding to
k, R, represents a n” order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, H,,  represents a n” order normalized
Hadamard matrix corresponding to k, a value of n is equal to
the number of transmitting antennas, and (R, R, J})(’) repre-
sents a matrix formed by selecting r columns from a rotated
Hadamard matrix R, R,, ..
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The structure of the diagonal matrix R,, may be represented
as:

6 . 5
- diag{b le’ il b 281 2 b;,,ejé‘k" bi,nel lk,n}

where, b, , is a real number, i*=-1, d,,, represents a phase
shift, t=1, 2, . .., n, and a value of n is equal to the number of
transmitting antennas In the step of forming the matrix (R,
R, })( ? by selecting r columns from the rotated Hadamard
matrix R, R, which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R
R, ) 1 formed by extracting one r-column sub-matrix from
eachmatrixR, R,, ;. each of matrixes has a maximum chordal
distance (for the uncorrelated channels); and for correlated
channels, the columns should be selected in such a way thatin
aset {(R, R, )"} formed by extracting one r-column sub-
matrix from each matrix R, R, . each of matrixes has a
maximum gain in a zero direction of a spatial projection of an
antenna array. Any other feasible method may also be
employed for selection, and no limitation is made thereon.
Specifically, the codeword W,%” included in the first non-

differential codebook may have the following structure:

1

5,

Wi = Ry H,,;, R

n.jg g

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|=1, IW®| represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, repre-
sents a n” order diagonal matrix corresponding to 1k, Jx Tep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M,  represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, . RkH)(’)
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, R,, ;. le .

The structure of the diagonal matnx R, may be represented
as:

_diag{b lel il by e P2 b;y,ejé"k’ . b, e iy ”}

where, b, ,is a real number, 9, , represents a phase shift, t=1,
2,...,n,and avalue of n is equal to the number of transmitting
antennas Inthe step of forming the matrix (R, R,, . H)(’) by
selecting r columns from the rotated Hadamard matrix n, R,

R, i le , which r columns are selected may be determined by
using a correlation method depending on actual applications.
For example, for uncorrelated channels, the columns should
be selected in such a way that in a set {(R, R, R, )}
formed by extracting one r-column sub-matrix from each
matrixR, R, RikH , each of matrixes has a maximum chordal
distance; and for correlated channels, the columns should be
selected in such a way thatina set {(R, R, R,”)"”} formed
by extracting one r-column sub-matrix from each matrix R,

R,, R , each of matrixes has a maximum gain in a zero
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direction of a spatial projection of an antenna array. Any other
feasible method may also be employed for selection, and no
limitation is made thereon.

Further, the PMI acquiring module 601 may include:

a reference PMI calculating unit, configured to calculate
the reference PMI based on a preset criterion and according to
the first non-differential codebook; and

a differential PMI calculating unit, configured to, after the
reference PMI is obtained by the reference PMI calculating
unit, calculate the differential PMI based on the preset crite-
rion and according to the first non-differential codebook, the
first diagonal differential codebook, and the reference PMI;
or

the PMI acquiring module 601 may include:

a reference PM1 and differential PMI calculating unit, con-
figured to calculate the reference PMI and the differential
PMI based on the preset criterion and according to the first
non-differential codebook and the first diagonal differential
codebook.

Further, referring to FIG. 6, the apparatus further includes:

a PMI feedback module 602, configured to, after the ref-
erence PMI and the differential PMI are obtained by the PMI
acquiring module 601, feed back the reference PMI and the
differential PMI to a data sending end so that, according to the
reference PMI and the differential PMI, a PM is obtained by
the data sending end using a second non-differential code-
book and a second diagonal differential codebook pre-stored
locally, where the second non-differential codebook and the
second diagonal differential codebook are consistent with the
first non-differential codebook and the first diagonal difter-
ential codebook respectively.

In the apparatus for acquiring a PMI according to the
embodiment of the present invention, acquiring a reference
PMI and a differential PMI according to a non-differential
codebook and a diagonal differential codebook canreduce the
feedback overhead and improve the feedback precision so as
to improve the feedback performance; and the fact that a
codeword included in the diagonal differential codebook is a
diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can maintain the constant
modulus characteristic of the non-differential codebook.
Moreover, multiplication of the Hadamard matrix with other
matrixes or vectors may be simplified into addition or sub-
traction operations, which can significantly reduce the com-
putational complexity of CQI calculation based on the SINR,
PMI selection and rank adaptation. The individual columns of
the normalized Hadamard matrix are orthogonal to each
other, and this can maintain the unitary matrix characteristic
of codewords in the non-differential codebook so that indi-
vidual sent spatial streams are guaranteed to have the same
power distribution and, in case of a full rank, individual
transmitting antennas have the same power distribution.
Additionally, the approach to obtain a non-differential code-
book from a rotated Hadamard matrix may be applied to cases
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where the number of transmitting antennas is 2, 4, 8, 16, 32,
64 or the like, and the obtained non-differential codebook
may satisfy the constant modulus characteristic and the uni-
tary matrix characteristic and reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation.

Embodiment 9

Referring to FIG. 7, this embodiment of the present inven-
tion provides an apparatus for acquiring a PM, which includes
a PMI receiving module 701 and a PM acquiring module 702.

The PMI receiving module 701 is configured to receive a
reference PMI and a differential PMI, where the reference
PMI and the difterential PMI are obtained according to a first
non-differential codebook and a first diagonal differential
codebook and then sent by a data receiving end, and a code-
word included in the first diagonal differential codebook is a
diagonal matrix.

The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. Codewords in the first non-differential
codebook W are obtained from a rotated Hadamard matrix,
and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

_ (R )(r)

\/—

(1)
Wkr n.jg

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . IW"|-1,
W] represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of adiagonal matrix R, corresponding to
k, R, represents a n™ order diagonal matrix corresponding to
i s represents an index of a normalized Hadamard matrix
corresponding to k, H,, , represents a n” order Hadamard
matrix corresponding to j,, a value of n is equal to the number
of transmitting antennas, and (R, R, Jk)(’) represents a matrix
formed by selecting r columns from a rotated Hadamard
matrixR; R, ;..

The structure of the diagonal matrix R,, may be represented
as:

_dlag{b le ig L , b, elé‘kz . b;y,ejé"k" ... b e iy ”}

where, b, , is a real number, i*=-1, d,,, represents a phase
shift, t=1, 2, . .., n, and a value of n is equal to the number of
transmitting antennas In the step of forming the matrix (R,
R, )(’) by selecting r columns from the rotated Hadamard
matrix R, R, ., which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R
R, )(’)} formed by extracting one r-column sub-matrix from
eachmatrixR, R,, ;. each of matrixes has a maximum chordal
distance (for the uncorrelated channels); and for correlated
channels, the columns should be selected in such a way thatin
a set {(R )"} formed by extracting one r-column sub-
matrix from each matrix R, R, . each of matrixes has a
maximum gain in a zero direction of a spatial projection of an
antenna array. Any other feasible method may also be
employed for selection, and no limitation is made thereon.
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Specifically, the codeword W,%” included in the first non-
differential codebook may have the following structure:

W/Er) R;, H, RH )(r)

1

\/—( .

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, W) represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, repre-
sents a n” order diagonal matrix corresponding to 1k, Jx Tep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, H, , represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, . RikH)(’)
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, R, R, 7.

Iy Mg Zk
The structure of the diagonal matrix R, may be represented

as:
_dlag{b le ‘k1 b; ze i 2 e b;y,ejé"k", R e iy ”}

where, b, , is a real number, =1, 9, , represents a phase

shift, t=1, 2, . . ., n, and a value of n is equal to the number of

transmitting antennas In the step of forming the matrix (R,

R, R O by selectlng r columns from the rotated Had-
amard matrix R, R, e le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,

the columns should be selected in such a way that in a set {(R

R, R, )1 formed by extracting one r-column sub- matrix
from each matrix R, R, le , each of matrixes has a maxi-
mum chordal d1stance and for correlated channels, the col-
umns should be selected in such a way that in a set {(R -

H)(’) } formed by extractlng one r-column sub-matrix from
each matrix R; R, le , each of matrixes has a maximum
gain in a zero d1rect10n of a spatial projection of an antenna
array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

The PM acquiring module 702 is configured to, after the
reference PMI and the differential PMI are received by the
PMI receiving module 701, obtain a PM by using a second
non-differential codebook and a second diagonal differential
codebook pre-stored locally and according to the reference
PMI and the differential PMI, where the second non-differ-
ential codebook and the second diagonal differential code-
book are consistent with the first non-differential codebook
and the first diagonal differential codebook respectively.

Further, for an SU-MIMO system, the PM acquiring mod-
ule 702 may include:

a codeword acquiring unit, configured to, after the refer-
ence PMI and the differential PMI are received by the PMI
receiving module 701, obtain a codeword corresponding to
the reference PMI through query from the second non-differ-
ential codebook according to the reference PMI, and obtain a
codeword corresponding to the differential PMI through
query from the second diagonal differential codebook
according to the differential PMI; and

a first PM acquiring unit, configured to, after the codeword
corresponding to the differential PMI and the codeword cor-
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responding to the reference PMI are obtained by the code-
word acquiring unit, multiply the codeword corresponding to
the reference PMI by the codeword corresponding to the
differential PMI to obtain a multiplication result for use as the
PM.

Further, for an MU-MIMO system, the PM acquiring mod-
ule 702 includes:

a second PM acquiring unit, configured to, after the refer-
ence PMI and the differential PMI are received by the PMI
receiving module 701, calculate the PM by using the ZF-BF
algorithm or based on the maximum SLNR criterion and
according to reference PMIs and differential PMIs of indi-
vidual data receiving ends that are simultaneously paired.

In the apparatus for acquiring a PM according to the
embodiment of the present invention, acquiring a reference
PMI and a differential PMI according to a non-differential
codebook and a diagonal differential codebook can reduce the
feedback overhead and improve the feedback precision so as
to further improve the feedback performance; and the fact that
a codeword included in the diagonal differential codebook is
a diagonal matrix can maintain amplitude characteristics (for
example, a constant modulus characteristic, and a finite char-
acter set constraint characteristic) of elements already exist-
ing in the non-differential codebook. Moreover, a non-difter-
ential codebook obtained from a rotated Hadamard matrix
may be used. Individual columns of the Hadamard matrix
may be matched with eigenvectors of strongly correlated
channels and weakly correlated channels in a uniform linear
array transmitting antenna arrangement and a dual-polarized
transmitting antenna arrangement respectively so as to
improve the accuracy of quantization. The rotated matrix is in
the form of a diagonal matrix, and this can maintain a fine
quantization of the space on basis of the quantization of the
Hadamard matrix. Furthermore, each of elements of the Had-
amard matrix is +1 or -1, which can maintain the constant
modulus characteristic of the non-differential codebook. Fur-
thermore, multiplication of the Hadamard matrix with other
matrixes or vectors may be simplified into addition or sub-
traction operations, which can significantly reduce the com-
putational complexity of CQI calculation based on the SINR,
PMI selection and rank adaptation. The individual columns of
the normalized Hadamard matrix are orthogonal to each
other, and this can maintain the unitary matrix characteristic
of codewords in the non-differential codebook so that indi-
vidual sent spatial streams are guaranteed to have the same
power distribution and, in case of a full rank, individual
transmitting antennas have the same power distribution. Fur-
ther, the approach to obtain a non-differential codebook from
a rotated Hadamard matrix may be applied to cases where the
number of transmitting antennas is 2, 4, 8, 16, 32, 64 or the
like, and the obtained non-differential codebook may satisfy
the constant modulus characteristic and the unitary matrix
characteristic and reduce the computational complexity of
CQI calculation based on the SINR, PMI selection and rank
adaptation.

Embodiment 10

Referring to FIG. 8, this embodiment of the present inven-
tion provides a method for acquiring a PMI, where the
method includes the following steps.

801: Calculate a non-differential PMI based on a preset
criterion and according to a first non-differential codebook.

The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. Codewords in the first non-differential
codebook W, are obtained from a rotated Hadamard matrix,
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and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

w = —(R

vr

- )(r)

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . IW"|-1,
W@ represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of adiagonal matrix R, corresponding to
k, R, represents a n™ order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, I, , represents a n” order Hadamard
matrix corresponding to j, a value of n is equal to the number
of transmitting antennas, and (R, R, J)(’) represents a matrix
formed by selecting r columns from a rotated Hadamard
matrixR, R,, .

The structure of the diagonal matrix R, may be represented
as:

_dlag{b le ‘k1 bine ‘k'z, e b;y,ejé"k", e b;yne’;&"k'”}
where, b, , is a real number, =1, 9, , represents a phase
shift, t=1, 2, . . ., n, and a value of n is equal to the number of

transmlttlng antennas In the step of forming the matrix (R,

w)(’) by selecting r columns from the rotated Hadamard
matrix R, R, ., which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R

)(’)} formed by extracting one r-column sub-matrix from
each matrix R, R, ., each of matrixes has a maximum chordal
distance; and for correlated channels, the columns should be
selected in such a way that in a set {(R, R,, )"} formed by
extracting one r-column sub-matrix from eachmatrixR; R, ,
each of matrixes has a maximum gain in a zero direction of a
spatial projection of an antenna array. Any other feasible
method may also be employed for selection, and no limitation
is made thereon.

Specifically, the codeword W,” included in the first non-

differential codebook may have the following structure:

Wlir) R;, H, RY )(r)

1

\/7( g i

where, k represents a PMI included in the first non-differen-
tial codebook W™ k=0, 1 ... [W"|-1, [W"| represents the
number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, , repre-
sents a n” order diagonal matrix corresponding to 1k, Jz rep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, H,  represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, . )
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, R,, ;. RikH .
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The structure of the diagonal matrix may be represented as:

5
s b;y,el E LI

= dlag{b le Fig 1 , b; zel w2, . s b;yne’;&"k'”}

where, b, , is a real number, j =1, d,,, represents a phase
shift, t=1, 2, . .., n, and a value of n is equal to the number of
transmlttlng antennas. In the step of forming the matrix (R,
R, R )(’) by selecting r columns from the rotated Had-
amard matrix R, R, i le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way thatin a set {(R
R, R YD) formed by extracting one r-column sub- matrix
from each matrix R, R, R,/ #_each of matrixes has a maxi-
mum chordal distance; and for correlated channels, the col-
umns should be selected in such a way that in a set {(R -

R, )"} formed by extractlng one r-column sub-matrix from

each matrix R, R, . le , each of matrixes has a maximum
gain in a zero direction of a spatial projection of an antenna
array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

Optionally, the codeword W, included in the first non-
differential codebook may further have the following struc-
ture:

wk(r):R’_kBM_k(V)

where, k represents a PMI included in the non-differential
codebook W, k=0, 1 . . . IW?|-1, IW?| represents the
number of codewords included in the non-differential code-
book W, r represents a rank of the codewords included in
the non-differential codebook W, i, represents an index of a
diagonal matrix R, corresponding to k, R, represents a n*
order diagonal matrix corresponding to i,, B @ represents a
codeword in a non-differential codebook haV1ng arank of r
for n transmitting antennas and corresponding to an index j,,
and j, corresponds to k.

Further, referring to FIG. 8, after acquiring the first PMI,
the method may further include:

802: Feed back the non-differential PMI to a data sending
end.

803: The data sending end receives the non-differential
PMI and, according to the non-differential PMI, obtains a PM
by using a second non-differential codebook pre-stored
locally.

The second non-differential codebook is consistent with
the first non-differential codebook.

In the method for acquiring a PMI according to the embodi-
ment of the present invention, a non-differential codebook
obtained from a rotated Hadamard matrix is used. Individual
columns of the Hadamard matrix may be matched with eigen-
vectors of strongly correlated channels and weakly correlated
channels in a uniform linear array transmitting antenna
arrangement and a dual-polarized transmitting antenna
arrangement respectively so as to improve the accuracy of
quantization. The rotated matrix is in the form of a diagonal
matrix, and this can maintain a fine quantization of the space
on basis of the quantization of the Hadamard matrix. Further-
more, each of elements of the Hadamard matrix is +1 or -1,
which can maintain the constant modulus characteristic of the
non-differential codebook. Additionally, multiplication of the
Hadamard matrix with other matrixes or vectors may be
simplified into addition or subtraction operations, which can
significantly reduce the computational complexity of CQI
calculation based on the SINR, PMI selection and rank adap-
tation. The individual columns of the normalized Hadamard
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matrix are orthogonal to each other, and this can maintain the
unitary matrix characteristic of codewords in the non-differ-
ential codebook so that individual sent spatial streams are
guaranteed to have the same power distribution and, in case of
a full rank, individual transmitting antennas have the same
power distribution. Further, the approach to obtain a non-
differential codebook from a rotated Hadamard matrix may
be applied to cases where the number of transmitting anten-
nas is 2, 4, 8, 16, 32, 64 or the like, and the obtained non-
differential codebook may satisfy the constant modulus char-
acteristic and the unitary matrix characteristic and reduce the
computational complexity of CQI calculation based on the
SINR, PMI selection and rank adaptation.

Embodiment 11

Referring to FIG. 9, this embodiment of the present inven-
tion provides an apparatus for acquiring a PMI, where the
apparatus includes:

a non-differential PMI acquiring module 901, configured
to calculate a non-differential PMI based on a preset criterion
and according to a first non-differential codebook, where
codewords included in the first non-differential codebook are
obtained from a rotated Hadamard matrix.

The preset criterion is similar to that in Embodiment 2, and
will not be further described herein. The first non-differential
codebook W may be a non-differential codebook set
according to the embodiment of the present invention. The
codewords in the first non-differential codebook W are
obtained from a rotated Hadamard matrix, and specifically, a
codeword W, included in the first non-differential code-
book W may have the following structure:

1
W = — (R, Hyj )"

vr

where, k represents a non-differential PMI included in the
first non-differential codebook W™, k=0, 1 . . . [W?|-1,
W represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of a diagonal matrix R, corresponding to
k, R, represents a n” order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, H,,  represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, J})(’) repre-
sents a matrix formed by selecting r columns from a rotated
Hadamard matrix R, R,, ..

The structure of the diagonal matrix R, may be represented
as:

_dlag{b le ‘k1 b, el i ,b;y,ejé"k",... ,b;yne’;&"k'”}

where, b, ,is a real number, j =1, 9, represents a phase
shift, t=1, 2 , 1, and a value of n is equal to the number of
transmlttlng antennas In the step of forming the matrix (R,

" J})(’) by selecting r columns from the rotated Hadamard
matrix R, R, ., which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R

R, )(’)} formed by extracting one r-column sub-matrix from



US 9,054,754 B2

45

eachmatrixR, R,, ;. each of matrixes has a maximum chordal
distance; and for correlated channels, the columns should be
selected in such a way that in a set {(R, R, )"’} formed by
extracting one r-column sub-matrix from each matrixR, R,, ,,
each of matrixes has a maximum gain in a zero direction of a
spatial projection of an antenna array. Any other feasible
method may also be employed for selection, and no limitation
is made thereon.

Specifically, the codeword W, included in the first non-

differential codebook may have the following structure:

1

5,

Wi = Ry H,,;, R

n.jg g

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, IW®| represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, , repre-
sents a n” order diagonal matrix corresponding to 1k, Jx Tep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M, ; represents a n” order normalized
Hadamard matrix corresponding to j,, a value of n is equal to
the number of transmitting antennas, and (R, R, . )
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R; R,, RikH .

The structure of the diagonal matrix R,, may be represented
as:

jé, j6;
_diag{b le ig L , b, 2t b;y,el WL b e ‘k”}

where, b, , is a real number, i*=-1, d,,, represents a phase
shift, t=1, 2, . . ., n, and a value of n is equal to the number of
transmitting antennas. In the step of forming the matrix (R,
R, )(’) by selecting r columns from the rotated Had-
amard matnx R, R, i le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way thatin a set {(R
R, R A formed by extracting one r-column sub-matrix
from each matrix R, R,, . R , each of matrixes has a maxi-
mum chordal distance; and for correlated channels, the col-
umns should be selected in such a way that in a set {(R -

H)(’)} formed by extracting one r-column sub-matrix from
each matrix R; R, R , each of matrixes has a maximum
gain in a zero direction of a spatial projection of an antenna
array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

Further, referring to FIG. 9, the apparatus may further
include:

a non-differential PMI feedback module 902, configured
to, after the non-differential PMI is obtained by the non-
differential PMI acquiring module 901, feed back the non-
differential PMI to a data sending end so that, according to the
non-differential PMI, a PM is obtained by the data sending
end using a second non-differential codebook pre-stored
locally, where the second non-differential codebook is con-
sistent with the first non-differential codebook.

In the apparatus for acquiring a PMI according to the
embodiment of the present invention, a non-difterential code-
book obtained from a rotated Hadamard matrix is used. Indi-
vidual columns of the Hadamard matrix may be matched with
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eigenvectors of strongly correlated channels and weakly cor-
related channels in a uniform linear array transmitting
antenna arrangement and a dual-polarized transmitting
antenna arrangement respectively so as to improve the accu-
racy of quantization. The rotated matrix is in the form of a
diagonal matrix, and this can maintain a fine quantization of
the space on basis of the quantization of the Hadamard
matrix. Furthermore, each of elements of the Hadamard
matrix is +1 or —1, which can maintain the constant modulus
characteristic of the non-differential codebook. Additionally,
multiplication of the Hadamard matrix with other matrixes or
vectors may be simplified into addition or subtraction opera-
tions, which can significantly reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation. The individual columns of the normal-
ized Hadamard matrix are orthogonal to each other, and this
can maintain the unitary matrix characteristic of codewords in
the non-differential codebook so that individual sent spatial
streams are guaranteed to have the same power distribution
and, in case of a full rank, individual transmitting antennas
have the same power distribution. Further, the approach to
obtain a non-differential codebook from a rotated Hadamard
matrix may be applied to cases where the number of trans-
mitting antennas is 2, 4, 8, 16, 32, 64 or the like, and the
obtained non-differential codebook may satisfy the constant
modulus characteristic and the unitary matrix characteristic
and reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation.

Embodiment 12

Referring to FIG. 10, this embodiment of the present inven-
tion provides a method for acquiring a PM, where the method
includes the following steps.

1001: Receive a non-differential PMI, where the non-dif-
ferential PMI is obtained according to a first non-differential
codebook and then sent by a data receiving end, and code-
words included in the first non-differential codebook are
obtained from a rotated Hadamard matrix.

The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. The codewords in the first non-differential
codebook W are obtained from a rotated Hadamard matrix,
and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

W[f’) )( r)

—(R

vr

n,jy,

where, k represents a non-differential PMI included in the
first non-differential codebook W™, k=0, 1 . . . [W?|-1,
W represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of a diagonal matrix R, corresponding to
k, R, represents a n” order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, I, . represents a n” order Hadamard
matrix corresponding to j,, a value of n is equal to the number
of transmitting antennas, and (R, R, J})(’) represents a matrix
formed by selecting r columns from a rotated Hadamard
matrixR, R,, .
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The structure of the diagonal matrix R,, may be represented
as:

js; jé; j6;
= dlag{b lel il b zel w2, L, b;y,el LI b;yne’é‘k'”}

where, b, , is a real number, i*=-1, d,,, represents a phase
shift, t=1, 2, . .., n, and a value of n is equal to the number of
transmitting antennas In the step of forming the matrix (R,
R, })( ? by selecting r columns from the rotated Hadamard
matrix R, R, which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R

R, ) 1 formed by extracting one r-column sub-matrix from

eachmatrixR, R, ;. each of matrixes has a maximum chordal
distance; and for correlated channels, the columns should be
selected in such a way that in a set {(R, R,, )"} formed by
extracting one r-column sub-matrix from each matrix R,
H,, ,, each of matrixes has a maximum gain in a zero direction
of'a spatial projection of an antenna array. Any other feasible
method may also be employed for selection, and no limitation
is made thereon.

Specifically, the codeword W, included in the first non-
differential codebook may have the following structure:

W = 0 g R

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, IW®| represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, correspondlng tok, R, , repre-
sents a n” order diagonal matrix corresponding to 1k, Jx Tep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M, represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, kH)(’)
represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, R, - R, 7.

The structure of the diagonal matrix R,, may be represented
as:

j6; j6; jo;
_dlag{b lel il by 22 bt L b;yne’é‘k'”}

where, b, , is a real number, i*=-1, d,,, represents a phase
shift, t=1, 2 , 1, and a value of n is equal to the number of
transmitting antennas In the step of forming the matrix (R,
R, R ) by selectlng r columns from the rotated Had-
amard matrix R, R, i le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,
the columns should be selected in such a way thatin a set {(R
R, R 1 formed by extracting one r-column sub- matrix

froﬁl each matrix R, R, R kH each of matrixes has a maxi-
mum chordal distance; and for correlated channels, the col-
umns should be selected in such a way that in a set {(R -

)(’)} formed by extractlng one r-column sub-matrix from
each matrix R, R, R # each of matrixes has a maximum

gain in a zero direction of a spatial projection of an antenna
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array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

1002: Obtain a PM by using a second non-differential
codebook pre-stored locally and according to the non-difter-
ential PMI, where the second non-differential codebook is
consistent with the first non-differential codebook.

Further, for an SU-MIMO system, the step of obtaining the
PM by using the second non-differential codebook pre-stored
locally and according to the non-differential PMI includes:
obtaining a codeword corresponding to the non-differential
PMI through query from the second non-difterential code-
book according to the non-differential PMI; and using the
codeword corresponding to the non-difterential PMI as the
PM.

Further, for an MU-MIMO system, the step of obtaining
the PM by using the second non-differential codebook pre-
stored locally and according to the non-differential PMI
includes: calculating the PM by using the ZF-BF algorithm or
based on the maximum SLNR criterion and according to
non-differential PMIs of individual data receiving ends that
are simultaneously paired.

Inthe method for acquiring a PM according to the embodi-
ment of the present invention, a PM is acquired according to
a non-differential PMI and a non-differential codebook is
obtained from a rotated Hadamard matrix. Individual col-
umns of the Hadamard matrix may be matched with eigen-
vectors of strongly correlated channels and weakly correlated
channels in a uniform linear array transmitting antenna
arrangement and a dual-polarized transmitting antenna
arrangement respectively so as to improve the accuracy of
quantization. The rotated matrix is in the form of a diagonal
matrix, and this can maintain a fine quantization of the space
on basis of the quantization of the Hadamard matrix. Further-
more, each of elements of the Hadamard matrix is +1 or -1,
which can maintain the constant modulus characteristic of the
non-differential codebook. Additionally, multiplication of the
Hadamard matrix with other matrixes or vectors may be
simplified into addition or subtraction operations, which can
significantly reduce the computational complexity of CQI
calculation based on the SINR, PMI selection and rank adap-
tation. The individual columns of the normalized Hadamard
matrix are orthogonal to each other, and this can maintain the
unitary matrix characteristic of codewords in the non-differ-
ential codebook so that individual sent spatial streams are
guaranteed to have the same power distribution and, in case of
a full rank, individual transmitting antennas have the same
power distribution. Additionally, the approach to obtain a
non-differential codebook from a rotated Hadamard matrix
may be applied to cases where the number of transmitting
antennas is 2, 4, 8, 16, 32, 64 or the like, and the obtained
non-differential codebook may satisfy the constant modulus
characteristic and the unitary matrix characteristic and reduce
the computational complexity of CQI calculation based on
the SINR, PMI selection and rank adaptation.

Embodiment 13

Referring to FIG. 11, this embodiment of the present inven-
tion provides an apparatus for acquiring a PM, which includes
a non-differential PMI receiving module 1101 and a non-
differential PM acquiring module 1102.

The non-differential PMI receiving module 1101 is con-
figured to receive a non-differential PMI, where the non-
differential PMI is obtained according to a first non-differen-
tial codebook and then sent by a data receiving end, and
codewords included in the first non-differential codebook are
obtained from a rotated Hadamard matrix.
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The first non-differential codebook W may be a non-
differential codebook set according to the embodiment of the
present invention. The codewords in the first non-differential
codebook W are obtained from a rotated Hadamard matrix,
and specifically, a codeword W, included in the first non-
differential codebook W may have the following structure:

w = —(R

vr

njk)()

where, k represents a non-differential PMI included in the
first non-differential codebook W, k=0, 1 . . . [W®|-1,
W represents the number of codewords included in the
first non-differential codebook W, r represents a rank of the
codewords included in the first non-differential codebook, i,
represents an index of a diagonal matrix R,, corresponding to
k, R, represents a n” order diagonal matrix corresponding to
i e represents an index of a normalized Hadamard matrix
corresponding to k, H,, , represents a n” order Hadamard
matrix corresponding to j, a value of n is equal to the number
of transmitting antennas, and (R, R, Jk)(’) represents a matrix
formed by selecting r columns from a rotated Hadamard
matrixR, R, ;

The structure ofthe diagonal matrix may berepresented as:

is: i
_dlag{b le Fig 1 , b; ze ‘k'z, e b;y,el Wt b;yne’é‘k'”}

where, b, , is a real number, j=-1, d,,, represents a phase
shift, t=1, 2, . .., n, and a value of n is equal to the number of
transmitting antennas In the step of forming the matrix (R,
R, )( ? by selecting r columns from the rotated Hadamard
matrix R, R, ., which r columns are selected may be deter-
mined by using a correlation method depending on actual
applications. For example, for uncorrelated channels, the col-
umns should be selected in such a way that in a set {(R
)(’)} formed by extracting one r-column sub-matrix from
cach matrix R, R, ,each of matrixes has a maximum chordal
distance; and for correlated channels, the columns should be
selected in such a way that in a set {(R, R,, )"’} formed by
extracting one r-column sub-matrix from eachmatrixR; R,, .,
each of matrixes has a maximum gain in a zero direction of a
spatial projection of an antenna array. Any other feasible
method may also be employed for selection, and no limitation
is made thereon.
Specifically, the codeword W, included in the first non-

differential codebook may have the following structure:

Wi = Ry H,,;, R

1

\/—( Ao g

where, k represents a PMI included in the first non-differ-
ential codebook W, k=0, 1 ... IW?|-1, IW®| represents
the number of codewords included in the first non-differential
codebook W, r represents a rank of the codewords included
in the first non-differential codebook W, i, represents an
index of a diagonal matrix R, corresponding to k, R, , repre-
sents a n” order diagonal matrix corresponding to 1k, Jz rep-
resents an index of a normalized Hadamard matrix corre-
sponding to k, M, ; represents a n” order normalized
Hadamard matrix corresponding to j,, a value of nis equal to
the number of transmitting antennas, and (R, R, . RikH)(’)
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represents a matrix formed by selecting r columns from a
rotated Hadamard matrix R, R, R, H.

1f Zk
The structure of the dlagonal matrix may be represented as:

= dlag{b le Fig1 , b, el oL, b;y,ejé"k", e b;yne’;&"k'”}
where, b, , is a real number, j =1, 9, , represents a phase
shift, t=1, 2 , 1, and a value of n is equal to the number of

transmitting antennas In the step of forming the matrix (R,,
R, R ) by selectlng r columns from the rotated Had-
amard matrix R, R, i le , which r columns are selected may
be determined by using a correlation method depending on
actual applications. For example, for uncorrelated channels,

the columns should be selected in such a way that in a set {(R

R,. R YD formed by extractlng one r-column sub-matrix
from each matrix R, R,, . le , each of matrixes has a maxi-
mum chordal d1stance and for correlated channels, the col-
umns should be selected in such a way that in a set {(R -

R, )"} formed by extractlng one r-column sub-matrix from
each matrix R, R, . le , each of matrixes has a maximum
gain in a zero d1rect10n of a spatial projection of an antenna
array. Any other feasible method may also be employed for
selection, and no limitation is made thereon.

The non-differential PM acquiring module 1102 is config-
ured to, after the non-differential PMI is received by the
non-difterential PMI receiving module 1101, calculate a PM
by using a second non-differential codebook pre-stored
locally and according to the non-differential PMI, where the
second non-differential codebook is consistent with the first
non-differential codebook.

Further, for an SU-MIMO system, the non-differential PM
acquiring module 1102 is configured to, after the non-difter-
ential PMI is received by the non-differential PMI receiving
module 1101, obtain a codeword corresponding to the non-
differential PMI through query from the second non-difter-
ential codebook according to the non-differential PMI and
use the codeword corresponding to the non-difterential PMI
as the PM.

Further, for an MU-MIMO system, the PM acquiring mod-
ule 1102 is configured to, after the non-differential PMI is
received by the non-differential PMI receiving module 1101,
calculate the PM based on by using the ZF-BF algorithm or
based on the maximum SLNR criterion and according to
non-differential PMIs of individual data receiving ends that
are simultaneously paired.

In the apparatus for acquiring a PM according to the
embodiment of the present invention, a PM is acquired
according to a non-differential PMI and a non-differential
codebook is obtained from a rotated Hadamard matrix. Indi-
vidual columns of the Hadamard matrix may be matched with
eigenvectors of strongly correlated channels and weakly cor-
related channels in a uniform linear array transmitting
antenna arrangement and a dual-polarized transmitting
antenna arrangement respectively so as to improve the accu-
racy of quantization. The rotated matrix is in the form of a
diagonal matrix, and this can maintain a fine quantization of
the space on basis of the quantization of the Hadamard
matrix. Furthermore, each of elements of the Hadamard
matrix is +1 or —1, which can maintain the constant modulus
characteristic of the non-differential codebook. Additionally,
multiplication of the Hadamard matrix with other matrixes or
vectors may be simplified into addition or subtraction opera-
tions, which can significantly reduce the computational com-
plexity of CQI calculation based on the SINR, PMI selection
and rank adaptation. The individual columns of the normal-
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ized Hadamard matrix are orthogonal to each other, and this
can maintain the unitary matrix characteristic of codewords in
the non-differential codebook so that individual sent spatial
streams are guaranteed to have the same power distribution
and, in case of a full rank, individual transmitting antennas
have the same power distribution. Additionally, the approach
to obtain a non-differential codebook from a rotated Had-
amard matrix may be applied to cases where the number of
transmitting antennas is 2, 4, 8, 16, 32, 64 or the like, and the
obtained non-differential codebook may satisfy the constant
modulus characteristic and the unitary matrix characteristic
and reduce the computational complexity of CQI calculation
based on the SINR, PMI selection and rank adaptation.

All or part of the technical solutions provided in the above
embodiments can be achieved through software program-
ming, and the software programs are stored in a readable
storage medium such as a hard disk, a compact disk (CD) or
a soft disk in a computer.

What described above is only preferred embodiments of
the present invention and is not intended to limit the present
invention. Any modification, equivalent replacement and
improvement made within the spirits and principles of the
present invention are all covered within the scope of the
present invention.

What is claimed is:
1. A method for acquiring a Precoding Matrix Indicator
(PMI), comprising:
obtaining a first PMI and a second PMI, wherein the com-
bination of the first PMI and the second PMI indicates a
precoding matrix V, or V,, the precoding matrix is used
for generating data to be sent by a data sending end; and
sending the first PMI and the second PMI to the data
sending end;
wherein the precodlng matrixes V and V satisfy V =C,,
(Cr) Vl, V is a precoding matrix correspondlng toa
combination of afirst PMI n and a second PMI k1, V, is
a precoding matrix corresponding to a combmatlon of
the first PMI n and a second PMI k2, C,, is a codeword
corresponding to the second PMI k1, C,, is a codeword
corresponding to the second PMI k2, and each of the
codeword C,, and C,, is a diagonal matrix.
2. The method for acquiring a PMI according to claim 1,
wherein the codeword C, has the following structure:

Cmdiag{eB1,e/%2, | &%, N,

j*=-1, N represents the number of transmitting antennas
and is a positive integer, 0, ; represents a phase shift, and
i=1,2,...,N.
3. The method for acquiring a PMI according to claim 1,
wherein the codeword C, has the following structure:

Cy=diag(S,.e*,,},

wherein S =diag{e/%1, /%2 ... &Oni . &%) j2=_1
N represents the number of transmitting antennas and is
an even integer, ¢, and 6, , represent phase shifts, m and
q are natural numbers, and i=1, 2 .. ., N/2.

4. The method for acquiring a PMI according to claim 1,
wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI.

5. The method for acquiring a PMI according to claim 1,
wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI which is fed back for selected M
sub-band(s).

6. The method for acquiring a PMI according to claim 1,
wherein the first PMI is a broadband PMI, and the second
PMI is a PMI which is fed back for a bandwidth part.
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7. A method for acquiring a Precoding Matrix Indicator
(PMI), comprising:

receiving, by a data sending end, a first PMI and a second
PMI, wherein the combination of the first PMI and the
second PMI indicates a precoding matrix ¥, or V., the
precoding matrix is used for generating data to be sent by
the data sending end; and

obtaining, by the data sending end, the precoding matrix v
according to the first PMI and the second PMI;

wherein the precodlng matrixes V, and V, satlsfy V,=Cpr
(O Vl, V is a precoding matrix corresponding to a
combination of a first PMI n and a second PMI k1, V, is
a precoding matrix corresponding to a comblnatlon of
the first PMI n and a second PMI k2, C,,, is a codeword
corresponding to the second PMI k1, C,, is a codeword
corresponding to the second PMI k2, and each of the
codeword C,, and C,, is a diagonal matrix.

8. The method for acquiring a PMI according to claim 7,

wherein the codeword C, has the following structure:
Ci=diag{e/%! %2 .

S O

j*=-1, N represents the number of transmitting antennas
and is a positive integer, 0, , represents a phase shift, and
i=1,2...N.
9. The method for acquiring a PMI according to claim 7,
wherein the codeword C, has the following structure:

Cimdiag{S,, S, }.

wherein S, =diag{e/"!, &% . &% .. &%) jP=_1,
N represents the number of transmitting antennas and is
an even integer, ¢, and 6, , represent phase shifts, m and
q are natural numbers, and i=1,2 .. ., N/2.

10. The method for acquiring a PMI according to claim 7,
wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI.

11. The method for acquiring a PMI according to claim 7,
wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI which is fed back for selected M
sub-band(s).

12. The method for acquiring a PMI according to claim 7,
wherein the first PMI is a broadband PMI, and the second
PMI is a PMI which is fed back for a bandwidth part.

13. An apparatus for acquiring a Precoding Matrix Indica-
tor (PMI), comprising:

a processor, configured to obtain a first PMI and a second
PMI, wherein the combination of the first PMI and the
second PMI indicates a precoding matrix ¥, or V,, the
precoding matrix is used for generating data to be sent by
a data sending end; and

a transmitter, configured to send the first PMI and the
second PMI to the data sendlng end;

wherein the precodlng matrixes V, and V, satisfy V,=C,,
(O Vl, V is a precoding matrix corresponding to a
combination of a first PMI n and a second PMIk1, V is
a precoding matrix corresponding to a comblnatlon of
the first PMI n and a second PMI k2, C,, is a codeword
corresponding to the second PMI k1, C,, is a codeword
corresponding to the second PMI k2, and each of the
codeword C,, and C,, is a diagonal matrix.

14. The apparatus for acquiring a PMI according to claim

13, wherein the codeword C, has the following structure:
C,~diag{e/%! %2 .

S O

j*=—=1, N represents the number of transmitting antennas
and is a positive integer, 0, , represents a phase shift, and
i=1,2...N.
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15. The apparatus for acquiring a PMI according to claim
13, wherein the codeword C, has the following structure:

Cy=diag(S,.e*,,},

wherein S, =diag{e/®, &On2 . Oni . Ominl j=_1,
N represents the number of transmitting antennas and is
an even integer, ¢, and 6, , represent phase shifts, m and
q are natural numbers, and i=1, 2 .. ., N/2.

16. The apparatus for acquiring a PMI according to claim
13, wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI.

17. The apparatus for acquiring a PMI according to claim
13, wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI which is fed back for selected M
sub-band(s).

18. The apparatus for acquiring a PMI according to claim
13, wherein the first PMI is a broadband PMI, and the second
PMI is a PMI which is fed back for a bandwidth part.

19. An apparatus for acquiring a Precoding Matrix Indica-
tor (PMI), comprising:

a receiver, configured to receive a first PMI and a second
PMI, wherein the combination of the first PMI and the
second PMI indicates a precoding matrix V, or V,, the
precoding matrix is used for generating data to be sent by
the apparatus; and .

a processor, configured to obtain the precoding matrix V
according to the first PMI and the second PMI;

wherein the precoding matrixes V| and V, satisfy V,=C,,
(c,d)-l\h, \71 is a precoding matrix corresponding to a
combination of a first PMI n and a second PMI k1, V, is
a precoding matrix corresponding to a combination of
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the first PMI n and a second PMI k2, C,, is a codeword
corresponding to the second PMI k1, C,, is a codeword
corresponding to the second PMI k2, and each of the
codeword C,, and C,, is a diagonal matrix.
20. The apparatus for acquiring a PMI according to claim
19, wherein the codeword C, has the following structure:

C ~diag{e/ &2, . &, oY,

j*=—=1, N represents the number of transmitting antennas
and is a positive integer, 0, , represents a phase shift, and
i=1,2...N.
21. The apparatus for acquiring a PMI according to claim
19, wherein the codeword C, has the following structure:

Cimdiag{S,, S, }.

wherein S, =diag{e/"!, &% . &% .. &%) jP=_1,
N represents the number of transmitting antennas and is
an even integer, ¢, and 6, ; represent phase shifts, m and
q are natural numbers, and i=1, 2 .. ., N/2.

22. The apparatus for acquiring a PMI according to claim
19, wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI.

23. The apparatus for acquiring a PMI according to claim
19, wherein the first PMI is a broadband PMI, and the second
PMI is a sub-band PMI which is fed back for selected M
sub-band(s).

24. The apparatus for acquiring a PMI according to claim
19, wherein the first PMI is a broadband PMI, and the second
PMI is a PMI which is fed back for a bandwidth part.
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